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intel.
Intel® 82801CA ICH3-S Features

PCI Bus Interface
— Supports PCl Rev 2.2 Specification at 33 MHz

— 133 MByte/sec maximum throughput

— Supports up to 6 master devices on PCI

— One PCI REQ/GNT pair can be given higher
arbitration priority (intended for external
|EEE 1394 host controller)

Integrated LAN Controller
— WfM 2.0 Compliant

— Interface to discrete Platform LAN Connect
component
— 10/100 Mbit/sec Ethernet support

Integrated IDE Controller
— New: Supports "Native Mode" Register and

Interrupt support

— Independent timing of up to 4 drives, with separate
IDE connections for Primary and Secondary
cables

— Ultra ATA/100/66/33, BMIDE and PIO modes

UsB

— New: Includes 3 UHCI Host Controllers,
increasing the number of external ports to six

— Supports wake-up from sleeping states S1-S4

— Supports legacy Keyboard/Mouse software

AC'97 Link for Audio and Telephony CODECs

— Audio Codec '97, Revision 2.2 compliant

— Independent bus master logic for 5 channels (PCM
In/Out, Mic Input, Modem In/Out)

— Separate independent PCI functions for Audio and
Modem

— Support for up to six channels of PCM audio
output (full AC3 decode)

— Supports wake-up events

Interrupt Controller

— Support up to 8 PCI interrupt pins

— Supports PCI 2.2 Message Signaled Interrupts

— Two cascaded 82C59 with 15 interrupts

— Integrated I/0 APIC capability with 24 interrupts

— Supports Serial Interrupt Protocol

— Supports Processor System Bus interrupt delivery

1.8V operation with 3.3V 1/0

— 5V tolerant buffers on IDE, PCI, USB Over-
current and Legacy signals

Timers Based on 82C54

— System timer, Refresh request, Speaker tone
output

External Glue Integration

— Integrated Pull-up, Pull-down and Series
Termination resistors on I DE, processor interface,
and USB

Power Management Logic

— ACPI 1.0 compliant

— ACPI-defined power states (C1-C2, S3-S5)

— ACPI Power Management Timer

— PME# support

— SMI# generation

— All registers readable/restorable for proper resume
from 0 V suspend states

— Support for APM-based legacy power
management for non-ACPI implementations

Firmware Hub (FWH) Interface supports BIOS

Memory sizeup to 8 MB

Low Pin count (LPC) Interface

— Allows connection of legacy ISA and X-Bus
devices such as Super |/0

— Supports two Master/DMA devices.

Enhanced DMA Controller

— Two cascaded 8237 DMA controllers

— PCI DMA: Supports PC/PClI—Includes two
PC/PCI REQ#/GNT# pairs

— Supports LPC DMA

— Supports DMA Collection Buffer to provide
Type-F DMA performance for all DMA channels

Real-Time Clock

— 256-byte battery-backed CMOS RAM

System TCO Reduction Circuits

— Timersto generate SMI# and Reset upon detection
of system hang

— Timers to detect improper processor reset

— Integrated processor frequency strap logic

— New: Supports ability to disable external devices

SMBus

— Host interface allows processor to communicate
viaSMBus

— Slave interface alows an external Microcontroller
to access system resources

— Compatible with most 2-Wire componentsthat are
also 12C* compatible

— New: Supports SMBus 2.0 Specification

GPIO

— TTL, Open-Drain, Inversion

New: Package 31x31 mm 421 BGA

The Intef’ 82801CA ICH3-S may contain design defects or errors known as errata which may cause the products to deviate
from published specifications. Current characterized errata are available on request.
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5.15.2.5 Error CONAItiONS.......cceeiiieeiiiiiiiiiiiiieiee e 168
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5.17.1.2 12C BENAVIOT ........voceeeieeieeeceeceeee e 203
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5.17.2 BUS ArDItratioN ....coooiiiiiiiiieeeee e 204
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5.17.3.1 Clock StretChing .....cccooieiiiiiiiiiiiiiiee e 204
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5.18.1.4 Output Slot 2: Command Data Port.............coeeeiiiiinnennn. 217
5.18.1.5 Output Slot 3: PCM Playback Left Channel..................... 217
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5.18.1.22Input Slot 12: 1/O StatuS .......coeeviiiiiiiiiiiiieee e 221
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5.18.3 AC 97 COld RESEL .....oeviiieiieieieeee e 224
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7.1 PCI Configuration Registers (BL:D8:F0).......cccuuviieiiiiiaeiiiiiiiiiieeeeee e 235
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Introduction 1

1.1

Table 1-1.

Intel® 82801CA

About This Datasheet

This datasheet is intended for Original Equipment Manufacturers and BIOS vendors that create
ICH3-Server based products. Throughout this datasheet, all referencesto ICH3 refer to the Intel®
82801CA ICH3-S part. This datasheet assumes a working knowledge of the vocabulary and
principles of USB, IDE, AC’'97, SMBus, PCI, ACPI, and LPC. Although some details of these
features are described within this datasheet, refer to the individual industry specifications listed in
Table 1-1 for the complete details.

Industry Specifications

Specification Location

LPC http://developer.intel.com/design/chipsets/industry/lpc.htm

AC 97 http://developer.intel.com/ial/scalableplatforms/audio/index.htm#97spec
WM http://developer.intel.com/ial/WfM/usesite.htm

SMBus http://www.smbus.org/specs/
PCI http://www.pcisig.com/
USB http://www.usb.org

ACPI http://www.teleport.com/~acpi/

Chapter 1. Introduction
Chapter 1 introduces the ICH3 and provides information on datasheet organization.

Chapter 2. Signal Description

Chapter 2 provides a detailed description of each ICH3 signal. Signals are arranged according to
interface and details are provided asto the drive characteristics (Input/Output, Open Drain, etc.) of
al signals.

Chapter 3. ICH3 Power Planesand Pin States
Chapter 3 provides a complete list of signals, their associated power well, their logic level in each
suspend state, and their logic level before and after reset.

Chapter 4. 1CH3 and System Clock Domains
Chapter 4 provides alist of each clock domain associated with the ICH3 in an ICH3 based system.

Chapter 5. Functional Description

Chapter 5 provides a detailed description of the functionsin the ICH3. All PCI buses, devices and
functionsin this datasheet are abbreviated using the following nomenclature;
Bus:Device:Function. This datasheet abbreviates busesas BO and B1, devicesas D8, D29, D30 and
D31 and functions as FO, F1, F2, F3, F4, F5, and F6. For example, Device 31 Function 5is
abbreviated as D31:F5, Bus 1 Device 8 Function 0 is abbreviated as B1:D8:F0. Generally, the bus
number will not be used, and can be considered to be Bus 0. Note that the ICH3's external PCI bus
istypically Bus 1, but may be assigned a different number depending upon system configuration.

Chapter 6. Register, Memory and 1/0 Address Maps
Chapter 7 provides an overview of the registers, fixed 1/0 ranges, variable I/O ranges and memory
ranges decoded by the ICH3.
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Chapter 7. LAN Controller Registers

Chapter 7 provides a detailed description of all registers that reside in the ICH3's integrated LAN
Controller. Theintegrated LAN Controller resides on the ICH3's external PCI bus (typically Bus 1)
at Device 8, Function 0 (B1:D8:FO0).

Chapter 8. Hub Interfaceto PCI Bridge Registers
Chapter 8 provides a detailed description of all registersthat reside in the Hub Interface to PCI
bridge. This bridge resides at Device 30, Function 0 (D30:FO0).

Chapter 9. LPC Bridge Registers

Chapter 9 provides a detailed description of all registersthat reside in the LPC bridge. This bridge
resides at Device 31, Function 0 (D31:F0). Thisfunction contains registers for many different units
within the ICH3 including DMA, Timers, Interrupts, CPU Interface, GPIO, Power Management,
System Management and RTC.

Chapter 10. IDE Controller Registers
Chapter 10 provides a detailed description of all registers that reside in the IDE controller. This
controller resides at Device 31, Function 1 (D31:F1).

Chapter 11. USB 1.1 Controller Registers
Chapter 11 provides adetailed description of all registersthat reside in the three UHCI host
controllers. These controllers reside at Device 29, Functions 0, 1 and 2 (D29:F0/F1/F2).

Chapter 12. SMBus Controller Registers
Chapter 12 provides a detailed description of all registers that reside in the SMBus controller. This
controller resides at Device 31, Function 3 (D31:F3).

Chapter 13. AC '97 Audio Controller Registers

Chapter 13 provides a detailed description of all registers that reside in the audio controller. This
controller resides at Device 31, Function 5 (D31:F5). Note that this section of the datasheet does
not include the native audio mixer registers. Accessesto the mixer registers are forwarded over the
AC-link to the codec where the registers reside.

Chapter 14. AC 97 Modem Controller Registers

Chapter 14 provides a detailed description of al registers that reside in the modem controller. This
controller resides at Device 31, Function 6 (D31:F6). Note that this section of the datasheet does
not include the modem mixer registers. Accesses to the mixer registers are forwarded over the AC-
link to the codec where the registers reside.

Chapter 15. Pinout Definition
Chapter 15 provides atable of each signal and its ball assignment in the 421 BGA package.

Chapter 16. Electrical Characteristics
Chapter 16 provides all AC and DC characteristicsincluding detailed timing diagrams.

Chapter 17. Package I nformation
Chapter 17 provides drawings of the physical dimensions and characteristics of the 421 BGA
package.

Chapter 18. Testability
Chapter 18 provides details about the implementation of test modes provided in the ICH3.

Index
This datasheet ends with indexes of registers and register bits.
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1.2 Overview

The ICH3 provides extensive 1/0O support. Functions and capabilities include:
* PCI Local Bus Specification, Revision 2.2-compliant with support for 33 MHz PCI operations.
* PCI slots (supports up to 6 Req/Gnt pair9
¢ ACPI Power Management Logic Support
¢ Enhanced DMA Controller, Interrupt Controller, and Timer Functions
¢ Integrated IDE controller supports Ultra ATA100/66/33
* USB host interface with support for 6 USB ports; 3 UHCI host controllers
* Integrated LAN Controller

* System Management Bus (SMBus) Specification, Version 2.0 with additional support for 1°C
devices

¢ Audio Codec '97, Revision 2.2 specification (a.k.a., AC ' 97 Component Specification,
Rev. 2.2) Compliant Link for Audio and Telephony codecs (up to 6 channels)

¢ Low Pin Count (LPC) interface
* Firmware Hub (FWH) interface support

* Alert On LAN* (AOL) and Alert On LAN 2* (AOL2)
The ICH3 incorporates a variety of PCI functions that are divided into three logical devices
(29, 30, and 31) on PCI Bus 0 and one device on Bus 1. Device 30 is the Hub Interface-To-PCl

bridge. Device 31 contains all the other PCI functions, except the USB Controllers and the LAN
Controller, as shown in Table 1-2. The LAN controller islocated on Bus 1.

Table 1-2. PCI Devices and Functions

Bus:Device:Function Function Description

Bus 0:Device 30:Function 0 Hub Interface to PCI Bridge

Bus 0:Device 31:Function 0 PCl to LPC Bridge

Bus 0:Device 31:Function 1 IDE Controller

Bus 0:Device 31:Function 3 SMBus Controller

Bus 0:Device 31:Function 5 AC '97 Audio Controller

Bus 0:Device 31:Function 6 AC '97 Modem Controller

Bus 0:Device 29:Function 0 USB UHCI Controller #1

Bus 0:Device 29:Function 1 USB UHCI Controller #2

Bus 0:Device 29:Function 2 New: USB UHCI Controller #3

Bus n:Device 8:Function 0 LAN Controller
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The following sub-sections provide an overview of the ICH3-S capabilities.

Hub Architecture

As /O speeds increase, the demand placed on the PCI bus by the 1/0O bridge has become
significant. With the addition of AC 97 and Ultra ATA/100, coupled with the existing USB, 1/0
requirements could impact PCI bus performance. The chipset’s hub interface architecture ensures
that the 1/0 subsystem; both PCI and the integrated 1/0 features (IDE, AC '97, USB, €tc.), receive
adequate bandwidth. By placing the I/O bridge on the hub interface (instead of PCI), the hub
architecture ensures that both the I/O functions integrated into the ICH3 and the PCI peripherals
obtain the bandwidth necessary for peak performance.

PCI Interface

The ICH3 PCI interface provides a 33 MHz, Rev. 2.2 compliant implementation. All PCI signals
are5V tolerant, except PME#. The ICH3 integrates a PCI arbiter that supports up to six external
PCI bus masters in addition to the internal ICH3 requests.

IDE Interface (Bus Master Capability and Synchronous DMA Mode)

The fast IDE interface supports up to four IDE devices providing an interface for IDE hard disks
and CD ROMs. Each IDE device can have independent timings. The IDE interface supports PIO
IDE transfers up to 16 Mbytes/sec and Bus Master | DE transfers up 100 Mbytes/sec. It does not
consume any | SA DMA resources. The IDE interface integrates 16x32-bit buffers for optimal
transfers.

The ICH3's IDE system contains two independent IDE signal channels. They can be electrically
isolated independently. They can be configured to the standard primary and secondary channels
(four devices). There are integrated series resistors on the data and control lines (see Section 5.15,
“IDE Controller (D31:F1)” on page 5-161 for details).

Low Pin Count (LPC) Interface

The ICH3 implements an LPC Interface as described in the LPC 1.0 specification. The Low Pin
Count (LPC) Bridge function of the ICH3 residesin PCI Device 31:Function 0. In addition to the
LPC bridge interface function, D31:FO contains other functional unitsincluding DMA, Interrupt
Controllers, Timers, Power Management, System Management, GPIO, and RTC.

Note that in the current chipset platform, the Super 1/0 (SIO) component has migrated to the Low
Pin Count (L PC) interface. Migration to the LPC interface allows for lower cost Super I/O designs.
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Compatibility Modules (DMA Controller, Timer/Counters, Interrupt
Controller)

The DMA controller incorporates the logic of two 82C37 DMA controllers, with seven
independently programmable channels. Channels 0-3 are hardwired to 8-bit, count-by-byte
transfers, and channels 57 are hardwired to 16-hit, count-by-word transfers. Any two of the seven
DMA channels can be programmed to support fast Type-F transfers.

The ICH3 supports two types of DMA (LPC and PC/PCI). DMA viaLPC issimilar to ISA DMA.
LPC DMA and PC/PCI DMA use the ICH3's DMA controller. The PC/PCI protocol allows
PCI-based peripheralsto initiate DMA cycles by encoding requests and grants via two PC/PCI
REQ#/GNT# pairs.

LPC DMA is handled through the use of the LDRQ# lines from peripherals and special encodings
on LADI[3:0] from the host. Single, Demand, Verify, and Increment modes are supported on the
LPC interface. Channels 0-3 are 8 bit channels. Channels 5-7 are 16 bit channels. Channel 4is
reserved as a generic bus master request.

The timer/counter block contains three counters that are equivalent in function to those found in
one 82C54 programmable interval timer. These three counters are combined to provide the system
timer function, and speaker tone. The 14.31818 MHz oscillator input provides the clock source for
these three counters.

The ICH3 provides an | SA-Compatible Programmable Interrupt Controller (PIC) that incorporates
the functionality of two 82C59 interrupt controllers. The two interrupt controllers are cascaded so
that 14 external and two internal interrupts are possible. In addition, the |CH3 supports a serial
interrupt scheme.

All of the registersin these modules can be read and restored. This is required to save and restore
system state after power has been removed and restored to the platform.

Advanced Programmable Interrupt Controller (APIC)

In addition to the standard ISA compatible Programmable Interrupt Controller (PIC) described in
the previous section, the ICH3 incorporates the Advanced Programmabl e Interrupt Controller
(APIC).

Universal Serial Bus (USB) Controller

The USB controller provides support for the Universal Host Controller Interface (UHCI). This
includes support that allows legacy software to use a USB-based keyboard and mouse. The ICH3 is
USB Revision 1.1 compliant. The ICH3 contains three UHCI USB Host Controllers. Each Host
Controller includes a root hub with two separate USB ports each, for atotal of six USB ports. See
Section 5.16, “USB 1.1 Controllers (D29:F0, F1 and F2)” on page 5-172 for details.

Intel® 82801CA ICH3-S Datasheet 33



Introduction

34

intel.

LAN Controller

The ICH3's integrated LAN Controller includes a 32-bit PCI controller that provides enhanced
scatter-gather bus mastering capabilities and enables the LAN Controller to perform high speed
data transfers over the PCI bus. Its bus master capabilities enable the component to process high-
level commands and perform multiple operations; this lowers processor utilization by off-loading
communication tasks from the processor. Two large transmit and receive FIFOs of 3 KB each help
prevent data underruns and overruns while waiting for bus accesses. This enables the integrated
LAN Controller to transmit data with minimum interframe spacing (IFS).

The LAN Controller can operatein either full duplex or half duplex mode. In full duplex mode the
LAN Controller adheres with the IEEE 802.3x Flow Control specification. Half duplex
performance is enhanced by a proprietary collision reduction mechanism. See Section 5.2, “LAN
Controller (B1:D8:F0)” on page 5-71 for details.

RTC

The ICH3 contains a Motorola* MC146818A-compatible real -time clock with 256 bytes of
battery-backed RAM. Thereal-time clock performstwo key functions: keeping track of the time of
day and storing system data, even when the system is powered down. The RTC operateson a
32.768 KHz crystal and a separate 3 V lithium battery that provides up to seven years of protection.

The RTC also supports two lockable memory ranges. By setting bits in the configuration space,
two 8-byte ranges can be locked to read and write accesses. This prevents unauthorized reading of
passwords or other system security information.

The RTC also supports a date alarm that allows for scheduling a wake up event up to 30 daysin
advance, rather than just 24 hoursin advance.

GPIO

Various general purpose inputs and outputs are provided for custom system design. The number of
inputs and outputs varies depending on ICH3 configuration.

Enhanced Power Management

The ICH3's power management functions include enhanced clock control, local and global
monitoring support for 14 individual devices, and various |low-power (suspend) states

(e.g., Suspend-to-DRAM and Suspend-to-Disk). A hardware-based thermal management circuit
permits software-independent entrance to low-power states. The ICH3 contains full support for the
Advanced Configuration and Power Interface (ACPI) Specification.

System Management Bus (SMBus 2.0)

The ICH3 contains an SMBus Host interface that allows the processor to communicate with
SMBus slaves. Thisinterface is compatible with most 1°C devices. Special 1°C commands are
implemented.

The ICH3's SMBus host controller provides a mechanism for the processor to initiate
communications with SMBus peripherals (slaves). Also, the ICH3 supports slave functionality,
including the Host Notify protocol. Hence, the host controller supports 8 command protocol s of the
SMBus interface (see System Management Bus (SMBus) Specification, Version 2.0): Quick
Command, Send Byte, Receive Byte, Write Byte/Word, Read Byte/Word, Process Call, Block
Read/Write, and Host Notify.
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Manageability

The ICH3 integrates several functions designed to manage the system and lower the total cost of
ownership (TCO) of the system. These system management functions are designed to report errors,
diagnose the system, and recover from system lockups without the aid of an external
microcontroller.

TCO Timer. The ICH3 s integrated programmable TCO Timer is used to detect system locks.
Thefirst expiration of the timer generates an SMI# that the system can use to recover from a
software lock. The second expiration of the timer causes a system reset to recover from a
hardware lock.

Processor Present Indicator. The ICH3 looks for the processor to fetch the first instruction
after reset. If the processor does not fetch the first instruction, the ICH3 will reboot the system
at the safe-mode frequency multiplier.

ECC Error Reporting. When detecting an ECC error, the host controller has the ability to
send one of several messages to the ICH3. The host controller can instruct the ICH3 to
generate either an SMI#, NMI, SERR#, or TCO interrupt.

Function Disable. The ICH3 provides the ability to disable the following functions: AC ' 97
Modem, AC 97 Audio, IDE, LAN USB, or SMBus. Once disabled, these functions no longer
decode 1/0O, memory, or PCI configuration space. Also, no interrupts or power management
events are generated from the disable functions.

Intruder Detect. The ICH3 provides an input signal (INTRUDER#) that can be attached to a
switch that is activated by the system case being opened. The ICH3 can be programmed to
generate an SMI# or TCO interrupt due to an active INTRUDER# signal.

SMBus 2.0. The ICH3 integrates an SMBus controller that provides an interface to manage
peripherals (e.g., serial presence detection (SPD) and thermal sensors) with host notify
capabilities.

Alert On LAN*. The ICH3 supports Alert On LAN* and Alert On LAN* 2. In responseto a
TCO event (intruder detect, thermal event, processor not booting) the ICH3 sends a message

over the SMBus. A LAN controller can decode this SMBus message and send a message over
the network to alert the network manager.
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AC 97 2.2 Controller

The Audio Codec ' 97, Revision 2.2 specification defines adigital interface that can be used to
attach an audio codec (AC), amodem codec (MC), an audio/modem codec (AMC) or both an AC
and an MC. The AC ' 97 specification defines the interface between the system logic and the audio
or modem codec, known as the AC ' 97 Digital Link.

The ICH3's AC ' 97 (with the appropriate codecs) not only replaces | SA audio and modem
functionality, but also improves overall platform integration by incorporating the AC ' 97 digital
link. The use of the ICH3-integrated AC ' 97 digital link reduces cost and eases migration from
ISA.

By using an audio codec, the AC *97 digital link allows for cost-effective, high-quality, integrated
audio on Intel’s chipset-based platform. In addition, an AC ' 97 soft modem can be implemented
with the use of a modem codec. Several system options exist when implementing AC '97. The
ICH3-integrated digital link allows several external codecs to be connected to the ICH3. The
system designer can provide audio with an audio codec, a modem with a modem codec, or an
integrated audio/modem codec. The digital link is expanded to support two audio codecs or a
combination of an audio and modem codec.

The modem implementations for different countries must be taken into consideration, because
telephone systems may vary. By using a split design, the audio codec can be on-board and the
modem codec can be placed on ariser.

Thedigital link in the ICH3 is compliant with the Audio Codec ' 97, Revision 2.2 specification, so
it supports two codecs with independent PCI functions for audio and modem. Microphone input
and left and right audio channels are supported for a high quality, two-speaker audio solution.
Wake on Ring from Suspend also is supported with the appropriate modem codec.

The ICH3 expands the audio capability with support for up to six channels of PCM audio output
(full AC3 decode). Six-channel audio consists of Front Left, Front Right, Back Left, Back Right,
Center, and Subwoofer, for a complete surround-sound effect. |CH3 has expanded support for two
audio codecs on the AC’ 97 digital link.
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Signal Description 2

This section provides a detailed description of each signal. The signals are arranged in functional
groups according to their associated interface (see Figure 2-1).

The“#" symbol at the end of the signal name indicates that the active, or asserted state occurswhen
the signal isat alow voltage level. When “#” is not present, the signal is asserted when at the high
voltage level.

The following notations are used to describe the signal type:

I Input Pin

0] Output Pin

oD Open Drain Output Pin.

1/0 Bi-directional Input / Output Pin.
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Figure 2-1. Intel® 82801CA ICH3-S Simplified Block Diagram
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2.1

Table 2-1. Hub Interface Signals

2.2

Signal Description

Hub Interface to Host Controller

Name Type Description
HI[11:0] 110 Hub Interface Signals
Hub Interface Strobe Complement: First strobe signal used to transmit and
HI_STBF 110 . .
receive data through the hub interface.
HI STBS /o Hub Interface Strobe: Second strobe signal used to transmit and receive data
- through the hub interface.
HICOMP 110 Hub Interface Compensation: Used for hub interface buffer compensation.
Hub Interface Termination: Analog input used to control the voltage swing and
HITERM | impedance strength of hub interface pins. The expected voltage is 700 mv.
NOTE: Refer to the platform design guide for resistor values and routing
guidelines.

Link to LAN Connect

Table 2-2. LAN Connect Interface Signals

2.3

Name Type Description

LAN I/F Clock: Driven by the LAN Connect component. Frequency range is 5 to

LAN_CLK |

- 50 MHz.

Received Data: The LAN Connect component uses these signals to transfer

LAN_RXD[2:0] | data and control information to the integrated LAN Controller. These signals
have integrated weak pull-up resistors.

. Transmit Data: The integrated LAN Controller uses these signals to transfer
LAN_TXD[2:0] o data and control information to the LAN Connect component.
LAN_RSTSYNC o LAN Reset/Sync: The LAN Connect component’s Reset and Sync signals are

multiplexed onto this pin.

EEPROM Interface

Table 2-3. EEPROM Interface Signals

Name Type Description
EE_SHCLK O EEPROM Shift Clock: Serial shift clock output to the EEPROM.
EEPROM Data In: Transfers data from the EEPROM to the ICH3. This signal
EE_DIN | . .
- has an integrated pull-up resistor.
EE_DOUT O EEPROM Data Out: Transfers data from the ICH3 to the EEPROM.
EE_CS (@) EEPROM Chip Select: Chip select signal to the EEPROM.
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2.4

Firmware Hub Interface

Table 2-4. Firmware Hub Interface Signals

2.5

40

Table 2-5.

Name Type Description
FWHI[3:0] / ) ) . .
LAD[3:0] 110 Firmware Hub Signals. Muxed with LPC address signals.
FWHI[4] / ) ) . .
LERAME# 110 Firmware Hub Signals. Muxed with LPC LFRAME# signal.

PCI Interface

PCI Interface Signals
Name Type Description
PCl Address/Data: AD[31:0] is a multiplexed address and data bus. During the
AD[31:0] /o first clock of a transaction, AD[31:0] contain a physical address (32 bits). During
’ subsequent clocks, AD[31:0] contain data. The ICH3 will drive all 0s on AD[31:0]
during the address phase of all PCI Special Cycles.
Bus Command and Byte Enables: The command and byte enable signals are
multiplexed on the same PCI pins. During the address phase of a transaction,
C/BE[3:0]# define the bus command. During the data phase C/BE[3:0]# define the
Byte Enables.
C/BE[3:0]# Command Type
0000 Interrupt Acknowledge
0001 Special Cycle
0010 I/0 Read
0011 I/O Write
C/BE[3:0]# 110 0110 Memory Read
0111 Memory Write
1010 Configuration Read
1011 Configuration Write
1100 Memory Read Multiple
1110 Memory Read Line
1111 Memory Write and Invalidate
All command encodings not shown are reserved. The ICH3 does not decode
reserved values, and therefore will not respond if a PCI master generates a cycle
using one of the reserved values.
Device Select: The ICH3 asserts DEVSEL# to claim a PCI transaction. As an
output, the ICH3 asserts DEVSEL# when a PCI master peripheral attempts an
access to an internal ICH3 address or an address destined for the hub interface
DEVSEL# 1/0 (main memory or AGP). As an input, DEVSEL# indicates the response to an
ICH3-initiated transaction on the PCI bus. DEVSEL# is tri-stated from the leading
edge of PCIRST#. DEVSEL# remains tri-stated by the ICH3 until driven by a
Target device.
Cycle Frame: The current Initiator drives FRAME# to indicate the beginning and
duration of a PCI transaction. While the initiator asserts FRAME#, data transfers
FRAME# /o continue. When the initiator negates FRAME#, the transaction is in the final data

phase. FRAME# is an input to the ICH3 when the ICH3 is the target, and FRAME#
is an output from the ICH3 when the ICH3 is the Initiator. FRAME# remains tri-
stated by the ICH3 until driven by an Initiator.
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Signal Description

Table 2-5. PCI Interface Signals (Continued)

Name

Type

Description

IRDY#

110

Initiator Ready: IRDY# indicates the ICH3's ability, as an Initiator, to complete the
current data phase of the transaction. It is used in conjunction with TRDY#. A data
phase is completed on any clock both IRDY# and TRDY# are sampled asserted.
During a write, IRDY# indicates the ICH3 has valid data present on AD[31:0].

During a read, it indicates the ICH3 is prepared to latch data. IRDY# is an input to
the ICH3 when the ICH3 is the Target and an output from the ICH3 when the ICH3
is an Initiator. IRDY# remains tri-stated by the ICH3 until driven by an Initiator.

TRDY#

110

Target Ready: TRDY# indicates the ICH3's ability as a Target to complete the
current data phase of the transaction. TRDY# is used in conjunction with IRDY#. A
data phase is completed when both TRDY# and IRDY# are sampled asserted.
During a read, TRDY# indicates that the ICH3, as a Target, has placed valid data
on AD[31:0]. During a write, TRDY# indicates the ICH3, as a Target is prepared to
latch data. TRDY# is an input to the ICH3 when the ICH3 is the Initiator and an
output from the ICH3 when the ICH3 is a Target. TRDY# is tri-stated from the
leading edge of PCIRST#. TRDY# remains tri-stated by the ICH3 until driven by a
target.

STOP#

110

Stop: STOP# indicates that the ICH3, as a Target, is requesting the Initiator to
stop the current transaction. STOP# causes the ICH3, as an Initiator, to stop the
current transaction. STOP# is an output when the ICH3 is a Target and an input
when the ICH3 is an Initiator. STOP# is tri-stated from the leading edge of
PCIRST#. STOP# remains tri-stated until driven by the ICH3.

PAR

110

Calculated/Checked Parity: PAR uses “even” parity calculated on 36 bits,
ADI[31:0] plus C/BE[3:0]#. “Even” parity means that the ICH3 counts the number of
“1"s within the 36 bits plus PAR and the sum is always even. The ICH3 always
calculates PAR on 36 bits regardless of the valid byte enables. The ICH3
generates PAR for address and data phases and only guarantees PAR to be valid
one PCI clock after the corresponding address or data phase. The ICH3 drives
and tri-states PAR identically to the AD[31:0] lines except that the ICH3 delays
PAR by exactly one PCI clock. PAR is an output during the address phase
(delayed one clock) for all ICH3 initiated transactions. PAR is an output during the
data phase (delayed one clock) when the ICHS3 is the Initiator of a PCI write
transaction, and when it is the Target of a read transaction. ICH3 checks parity
when it is the Target of a PCI write transaction. If a parity error is detected, the
ICH3 will set the appropriate internal status bits, and has the option to generate an
NMI# or SMI#.

PERR#

110

Parity Error: An external PCI device drives PERR# when it receives data that has
a parity error. The ICH3 drives PERR# when it detects a parity error. The ICH3 can
either generate an NMI# or SMI# upon detecting a parity error (either detected
internally or reported via the PERR# signal).

REQ[4:0]#
REQ[5]# /
REQ[BJ# /
GPIO[1]

PCI Requests: Supports up to 6 masters on the PCI bus. REQ[5]# is muxed with
PC/PCI REQ[BJ# (must choose one or the other, but not both). If not used for PCI
or PC/PCI, REQ[5]#/REQ[B]J# can instead be used as GPIO[1].

NOTE: REQ[O0]# is programmable to have improved arbitration latency for
supporting PCl-based 1394 controllers.

GNT[4:0]#
GNT[5]#/
GNT[BJ#/
GPIO[L7]#

PCI Grants: Supports up to 6 masters on the PCI bus. GNT[5]# is muxed with PC/
PCI GNT[BJ# (must choose one or the other, but not both). If not needed for PCI or
PC/PCI, GNT[5]# can instead be used as a GPIO.

Pull-up resistors are not required on these signals. If pull-ups are used, they
should be tied to the Vcc3_3 power rail. GNT[BJ#/GNT[5]#/GPIO[17] has an
internal pull-up.

PCICLK

PCI Clock: 33 MHz clock. PCICLK provides timing for all transactions on the PCI
Bus.

NOTE:

PCIRST#

PCI Reset: ICH3 asserts PCIRST# to reset devices that reside on the PCI bus.
The ICH3 asserts PCIRST# during power-up and when S/W initiates a hard reset
sequence through the RC (CF9h) Register. The ICH3 drives PCIRST# inactive a
minimum of 1 ms after PWROK is driven active. The ICH3 drives PCIRST# active
a minimum of 1 ms when initiated through the RC Register.
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Table 2-5. PCI Interface Signals (Continued)

Name Type Description

PCI Lock: Indicates an exclusive bus operation and may require multiple
transactions to complete. ICH3 asserts PLOCK# when it performs non-exclusive
transactions on the PCI bus. PLOCK# is ignored when PCI masters are granted
the bus.

PLOCK# 110

System Error: SERR# can be pulsed active by any PCI device that detects a
SERR# I/OD | system error condition. Upon sampling SERR# active, the ICH3 has the ability to
generate an NMI, SMI#, or interrupt.

PCI Power Management Event: PCI peripherals drive PME# to wake the system
from low-power states S1-S5. PME# assertion can also be enabled to generate
PME# I/OD | an SCI from the SO state. In some cases the ICH3 may drive PME# active due to
an internal wake event. The ICH3 will not drive PME# high, but it will be pulled up
to VeeSus3_3 by an internal pull-up resistor.

REQ[AJ# / PC/PCI DMA Request [B:A]: This request serializes ISA-like DMA Requests for
GPIO[0] the purpose of running ISA-compatible DMA cycles over the PCI bus. This is used

by devices such as PCI based Super I/O or audio codecs which need to perform
REQ[BJ# / ' legacy Intel® 8237 DMA but have no ISA bus.

EE%[S]]_T/ When not used for PC/PCI requests, these signals can be used as General
Purpose Inputs. REQ[BJ# can instead be used as the sixth PCI bus request.
PC/PCI DMA Acknowledges [B: A]: This grant serializes an ISA-like DACK# for

GNT[A#/ the purpose of running DMA/ISA Master cycles over the PCI bus. This is used by

GPIO[16] devices such as PCI based Super/IO or audio codecs which need to perform

GNT[B]#/ 0 legacy Intel 8237 DMA but have no ISA bus.

GNT[5]#/ When not used for PC/PCI, these signals can be used as General Purpose

GPIO[17] Outputs. GNTB# can also be used as the sixth PCI bus master grant output.

These signal have internal pull-up resistors.
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2.6

Table 2-6. IDE Interface Signals

Intel® 82801CA ICH3-S Datasheet

IDE Interface

Signal Description

Name Type Description
Primary and Secondary IDE Device Chip Selects for 100 Range: For ATA

PDCS1#, ; h ) ; .

(0] command register block. This output signal is connected to the corresponding

SDCS1# signal on the primary or secondary IDE connector.

PDCS3# Primary and Secondary IDE Device Chip Select for 300 Range: For ATA

' (0] control register block. This output signal is connected to the corresponding

SDCS3# signal on the primary or secondary IDE connector.

Primary and Secondary IDE Device Address: These output signals are

PDA[2:0], o connected to the corresponding signals on the primary or secondary IDE

SDA[2:0] connectors. They are used to indicate which byte in either the ATA command
block or control block is being addressed.

PDD[15:0] Primary and Secondary IDE Device Data: These signals directly drive the

) ' 110 corresponding signals on the primary or secondary IDE connector. There is a

SDD[15:0] weak internal pull-down resistor on PDD[7] and SDD[7].

Primary and Secondary IDE Device DMA Request: These input signals are
directly driven from the DRQ signals on the primary or secondary IDE

PDDREQ, | connector. It is asserted by the IDE device to request a data transfer, and used

SDDREQ in conjunction with the PCI bus master IDE function and are not associated with
any AT compatible DMA channel. There is a weak internal pull-down resistor on
these signals.

Primary and Secondary IDE Device DMA Acknowledge: These signals
directly drive the DAK# signals on the primary and secondary IDE connectors.

PDDACK#, o Each is asserted by the ICH3 to indicate to IDE DMA slave devices that a given

SDDACK# data transfer cycle (assertion of DIOR# or DIOW#) is a DMA data transfer cycle.
This signal is used in conjunction with the PCI bus master IDE function and are
not associated with any AT-compatible DMA channel.

Primary and Secondary Disk I/0O Read (PIO and Non-Ultra DMA): This is the
command to the IDE device that it may drive data onto the PDD or SDD lines.

PDIORE / Data is latched by the ICH3 on the deassertion edge of PDIOR# or SDIOR#.

(PDWSTB / The IDE device is selected either by the ATA register file chip selects (PDCS1#

PRDMARDY#) or SDCS1#, PDCS3# or SDCS3#) and the PDA or SDA lines, or the IDE DMA
acknowledge (PDDAK# or SDDAK#).

o Primary and Secondary Disk Write Strobe (Ultra DMA Writes to Disk): This

SDIOR# / is the data write strobe for writes to disk. When writing to disk, ICH3 drives valid

(sbwsTB/ data on rising and falling edges of PDWSTB or SDWSTB.

SRDMARDY#) Primary and Secondary Disk DMA Ready (Ultra DMA Reads from Disk):
This is the DMA ready for reads from disk. When reading from disk, ICH3
deasserts PRDMARDY# or SRDMARDY# to pause burst data transfers.
Primary and Secondary Disk I/O Write (PIO and Non-Ultra DMA): This is the
command to the IDE device that it may latch data from the PDD or SDD lines.

PDIOW# / Data is latched by the IDE device on the deassertion edge of PDIOW# or

(PDSTOP) SDIOWH#. The IDE device is selected either by the ATA register file chip selects

SDIOW# / o (PDCS1# or SDCS1#, PDCS3# or SDCS3#) and the PDA or SDA lines, or the

(SDSTOP) IDE DMA acknowledge (PDDAK# or SDDAK#).

Primary and Secondary Disk Stop (Ultra DMA): ICH3 asserts this signal to
terminate a burst.

PIORDY / Primary and Secondary I/O Channel Ready (PIO): This signal will keep the

(PDRSTB / strobe active (PDIOR# or SDIOR# on reads, PDIOW# or SDIOW# on writes)

PWDMARDY#) longer than the minimum width. It adds wait states to PIO transfers.

| Primary and Secondary Disk Read Strobe (Ultra DMA Reads from Disk):
When reading from disk, ICH3 latches data on rising and falling edges of this

(SS|OR2Y // signal from the disk.

DRSTB ; . . .

SWDMARDY#) Primary and Secondary Disk DMA Ready (Ultra DMA Writes to Disk): When

writing to disk, this is de-asserted by the disk to pause burst data transfers.
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2.7 LPC Interface

Table 2-7. LPC Interface Signals

Name Type Description
LAD[3:Q] / 110 LPC Multiplexed Command, Address, Data: Internal pull-ups are provided.
FWH[3:0]
LFSCME#’ O LPC Frame: Indicates the start of an LPC cycle, or an abort.

LPC Serial DMA/Master Request Inputs: Used to request DMA or bus master
LDRQ[1:0]# | access. Typically connected to external Super I/0O device. An internal pull-up resistor
is provided on these signals.

2.8 Interrupt Interface

Table 2-8. Interrupt Signals

Name Type Description

SERIRQ 110 Serial Interrupt Request: This pin implements the serial interrupt protocol.

PCl Interrupt Requests: In Non-APIC Mode the PIRQx# signals can be routed to
interrupts 3,4, 5,6, 7,9, 10, 11, 12, 14 or 15 as described in the Interrupt Steering
section. Each PIRQx# line has a separate Route Control Register.

In APIC mode, these signals are connected to the internal I/O APIC in the
following fashion: PIRQ[AJ# is connected to IRQ16, PIRQ[B]# to IRQ17, PIRQ[C]#
to IRQ18, and PIRQ[D]# to IRQ19. This frees the legacy interrupts.

PIRQ[D:AJ# 1/OD

PCl Interrupt Requests: In Non-APIC Mode the PIRQx# signals can be routed to

interrupts 3, 4, 5, 6, 7,9, 10, 11, 12, 14 or 15 as described in the Interrupt Steering
section. Each PIRQx# line has a separate Route Control Register.

PIRQ[H:E]# /

GPIO[5:2] [e]) In APIC mode, these signals are connected to the internal I/O APIC in the

following fashion: PIRQ[E]# is connected to IRQ20, PIRQ[F]# to IRQ21, PIRQ[G]#
to IRQ22, and PIRQ[H]# to IRQ23. This frees the legacy interrupts. If not needed
for interrupts, these signals can be used as GPIO.

Interrupt Request 15-14: These interrupt inputs are connected to the IDE drives.
IRQ[15:14] | IRQ14 is used by the drives connected to the Primary controller and IRQ15 is
used by the drives connected to the Secondary controller.

APICCLK | APIC Clock: This clock operates up to 33.33 MHz.

APIC Data: These bi-directional open drain signals are used to send and receive
APICD[1:0] I/OD | data over the APIC bus. As inputs the data is valid on the rising edge of APICCLK.
As outputs, new data is driven from the rising edge of the APICCLK.
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2.9 USB Interface

Table 2-9. USB Interface Signals

Name Type Description

Universal Serial Bus Port 1:0 Differential: These differential pairs are used to

USBPOP, transmit Data/Address/Command signals for ports 0 and 1. These ports are
USBPON, /o routed to USB 1.1 Controller #1.

USBP1P, NOTE: No external resistors are required on these signals. The ICH3
USBPIN integrates 15 kQ pull-downs and provides an effective output driver

impedance of 45 Q which requires no external series resistor.

Universal Serial Bus Port 3:2 Differential: These differential pairs are used to

USBP2P, transmit Data/Address/Command signals for ports 2 and 3. These ports are
USBP2N, o routed to USB 1.1 Controller #2.

USBP3P, NOTE: No external resistors are required on these signals. The ICH3
USBP3N integrates 15 kQ pull-downs and provides an effective output driver

impedance of 45 Q which requires no external series resistor.

Universal Serial Bus Port 5:4 Differential: These differential pairs are used to

USBP4P, transmit Data/Address/Command signals for ports 4 and 5. These ports are
USBP4N, /o routed to USB 1.1 Controller #3.

USBP5P, NOTE: No external resistors are required on these signals. The ICH3
USBP5N integrates 15 kQ pull-downs and provides an effective output driver

impedance of 45 Q that requires no external series resistor.

Overcurrent Indicators: These signals set corresponding bits in the USB

OC[5:0J# ! controllers to indicate that an overcurrent condition has occurred.
USB Resistor Bias: Analog connection for an external 18.2 Q resistor (£ 1%)
USBRBIAS | : . -
to ground, used to set transmit current and internal load resistors.
2.10 Power Management Interface

Table 2-10. Power Management Interface Signals

Name Type Description

Thermal Alarm: Active low signal generated by external hardware to start the

THRM# ! Hardware clock throttling mode. Can also generate an SMI# or an SCI.

S3 Sleep Control: Power plane control. Shuts off power to all non-critical
SLP_S3# (0] systems when transistioning to S3 (Suspend To RAM), S4 (Suspend to Disk) or
S5 (Soft Off) states.

S5 Sleep Control: Power plane control. The signal is used to shut power off to

SLP_S5# o all non-critical systems when in the S4 (Suspend To Disk) or S5 (Soft Off) states.

Power OK: When asserted, PWROK is an indication to the ICH3 that core
power and PCICLK have been stable for at least 1 ms. PWROK can be driven
asynchronously. When PWROK is negated, the ICH3 asserts PCIRST#.

NOTE: PWROK must deassert for a minimum of 3 RTC clock periods in order
for the ICHS3 to fully reset the power and properly generate the
PCIRST# output

PWROK |

Power Button: The Power Button will cause SMI# or SCI to indicate a system
request to go to a sleep state. If the system is already in a sleep state, this signal
will cause a wake event. If PWRBTN# is pressed for more than 4 seconds, this
will cause an unconditional transition (power button override) to the S5 state with
only the PWRBTN# available as a wake event. Override will occur even if the
system is in the S1-S4 states. This signal has an internal pull-up resistor.

PWRBTN# |
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Table 2-10. Power Management Interface Signals (Continued)

Name

Type

Description

RI#

Ring Indicate: From the modem interface. Can be enabled as a wake event,
and this is preserved across power failures.

RSMRST#

Resume Well Reset: Used for resetting the resume power plane logic.

LAN_RST#

LAN Reset: This signal must be asserted at least 10 ms after the resume well
power (VccSus3_3 and VecSusl_8) is valid. When deasserted, this signal is an
indication that the resume well power is stable.

SUS_STAT#

Suspend Status: This signal is asserted by the ICH3 to indicate that the system
will be entering a low power state soon. This can be monitored by devices with

memory that need to switch from normal refresh to suspend refresh mode. It can
also be used by other peripherals as an indication that they should isolate their

outputs that may be going to powered-off planes.

SUSCLK

Suspend Clock: Output of the RTC generator circuit to use by other chips for
refresh clock.

VRMPWRGD

VRM Power Good: This should be connected to be the processor’s VRM Power
Good.

Processor Interface

Table 2-11. Processor Interface Signals

Name

Type

Description

A20M#

Mask A20: A20M# will go active based on either setting the appropriate bit in
the Port 92h register, or based on the A20GATE input being active.

Speed Strap: During the reset sequence, ICH3 drives A20M# high if the
corresponding bit is set in the FREQ_STRP Register.

CPUSLP#

CPU Sleep: This signal puts the processor into a state that saves substantial
power compared to Stop-Grant state. However, during that time, no snoops
occur. The ICH3 can optionally assert the CPUSLP# signal when going to the
S1 state.

FERR#

Numeric Coprocessor Error: This signal is tied to the coprocessor error signal
on the processor. FERR# is only used if the ICH3 coprocessor error reporting
function is enabled in the General Control Register (Device 31:Function 0O,
Offset DO, bit 13). If FERR# is asserted, the ICH3 generates an internal IRQ13
to its interrupt controller unit. It is also used to gate the IGNNE# signal to ensure
that IGNNE# is not asserted to the processor unless FERR# is active. FERR#
requires an external weak pull-up to ensure a high level when the coprocessor
error function is disabled.

NOTE: FERR# can be used in some states for notification by the processor of
pending interrupt events (this functionality is independent of the
General Control Register bit setting).

IGNNE#

Ignore Numeric Error: This signal is connected to the ignore error pin on the
processor. IGNNE# is only used if the ICH3 coprocessor error reporting function
is enabled in the General Control Register (Device 31:Function 0, Offset DO, bit
13). If FERR# is active, indicating a coprocessor error, a write to the
Coprocessor Error Register (FOh) causes the IGNNE# to be asserted. IGNNE#
remains asserted until FERR# is negated. If FERR# is not asserted when the
Coprocessor Error Register is written, the IGNNE# signal is not asserted.

Speed Strap: During the reset sequence, ICH3 drives IGNNE# high if the
corresponding bit is set in the FREQ_STRP Register.
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Table 2-11. Processor Interface Signals (Continued)

Name

Type

Description

INIT#

O

Initialization: INIT# is asserted by the ICH3 for 16 PCI clocks to reset the
processor. ICH3 can be configured to support CPU BIST. In that case, INIT# will
be active when PCIRST# is active.

INTR

Processor Interrupt: INTR is asserted by the ICH3 to signal the processor that
an interrupt request is pending and needs to be serviced. It is an asynchronous
output and normally driven low.

Speed Strap: During the reset sequence, ICH3 drives INTR high if the
corresponding bit is set in the FREQ_STRP Register.

NMI

Non-Maskable Interrupt: NMI is used to force a non-Maskable interrupt to the
processor. The ICH3 can generate an NMI when either SERR# or IOCHK# is
asserted. The processor detects an NMI when it detects a rising edge on NMI.
NMI is reset by setting the corresponding NMI source enable/disable bit in the
NMI Status and Control Register.

Speed Strap: During the reset sequence, ICH3 drives NMI high if the
corresponding bit is set in the FREQ_STRP Register.

SMI#

System Management Interrupt: SMI# is an active low output synchronous to
PCICLK. It is asserted by the ICH3 in response to one of many enabled
hardware or software events.

STPCLK#

Stop Clock Request: STPCLK# is an active low output synchronous to
PCICLK. It is asserted by the ICH3 in response to one of many hardware or
software events. When the processor samples STPCLK# asserted, it responds
by stopping its internal clock.

RCIN#

Keyboard Controller Reset CPU: The keyboard controller can generate INIT#
to the processor. This saves the external OR gate with the ICH3's other sources
of INIT#. When the ICH3 detects the assertion of this signal, INIT# is generated
for 16 PCI clocks.

Note that the ICH3 will ignore RCIN# assertion during transitions to the S1, S3,
S4 and S5 states.

A20GATE

A20 Gate: From the keyboard controller. Acts as an alternative method to force
the A20M# signal active. Saves the external OR gate needed with various other
PClsets.

CPUPWRGD

oD

CPU Power Good: Should be connected to the processor's PWRGOOD input.
This is an open-drain output signal (external pull-up resistor required) that
represents a logical AND of the ICH3’'s PWROK and VRMPWRGD signals.
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2.12

SMBus Interface

Table 2-12. SM Bus Interface Signals

2.13

Name Type Description
SMBDATA I/OD | SMBus Data: External pull-up is required.
SMBCLK I/OD | SMBus Clock: External pull-up is required.
SMBALERT#/ | SMBus Alert: This sign_al is used to wake the system or generate SMI#. If not
GPIO[11] used for SMBALERT#, it can be used as a GPI.

System Management Interface

Table 2-13. System Management Interface Signals

2.14

Name Type Description
Intruder Detect: Can be set to disable system if box detected open.
INTRUDER# I This signal’s status is readable, so it can be used like a GP!I if the Intruder
Detection is not needed.
System Management Link: SMBus link to optional external system management
ASIC or LAN controller. External pull-ups are required.
SMLINK][1:0] I/0OD

Note that SMLINK[O] corresponds to an SMBus Clock signal, and SMLINK[1]
corresponds to an SMBus Data signal.

Real Time Clock Interface

Table 2-14. Real Time Clock Interface

48

Name Type Description
. Crystal Input 1: Connected to the 32.768 kHz crystal. If no external crystal is
RTCX1 Special used, then RTCX1 can be driven with the desired clock rate.
RTCX2 Special Crystal Input 2: Connected to the 32.768 kHz crystal. If no external crystal is

used, then RTCX2 should be left floating.
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Table 2-15. Other Clocks

2.16

Signal Description

Other Clocks

Name Type Description

Oscillator Clock: Used for 8254 timers. Runs at 14.31818 MHz. This clock is
CLK14 | . >

permitted to stop during S3 (or lower) states .

48 MHz Clock: Used to run the USB controller. Runs at 48 MHz. This clock is
CLK48 | . .

permitted to stop during S3 (or lower) states.
CLK66 | 66 MHz Clock: Used to run the hub interface. Runs at 66 MHz. This clock is

permitted to stop during S3 (or lower) states .

Miscellaneous Signals

Table 2-16. Miscellaneous Signals

2.17

Name

Type

Description

SPKR

Speaker: The SPKR signal is the output of counter 2 and is internally “ANDed” with
Port 61h bit 1 to provide Speaker Data Enable. This signal drives an external
speaker driver device, which in turn drives the system speaker. Upon PCIRST#, its
output state is 0.

NOTE: SPKR is sampled at the rising edge of PWROK as a functional strap. See
Section 2.20.1for more details. There is a weak integrated pull-down
resistor on SPKR pin.

RTCRST#

RTC Reset: When asserted, this signal resets register bits in the RTC well and sets
the RTC_PWR_STS bit (bit 2 in GEN_PMCON3 Register).
NOTES:

1. Clearing CMOS in an ICH3-based platform can be done by using a jumper on
RTCRST# or GPI, or using SAFEMODE strap. Implementations should not
attempt to clear CMOS by using a jumper to pull VccRTC low. Unless entering
the XOR Chain Test Mode, the RTCRST# input must always be high when all
other RTC power planes are on

TP[O]

Test Point: This signal must have an external pull-up to VccSus3_3.

AC '97 Link

Table 2-17. AC '97 Link Signals

Name Type Description
AC_RST# (@) AC '97 Reset: Master H/W reset to external Codec(s)
AC_SYNC O AC ’'97 Sync: 48 kHz fixed rate sample sync to the Codec(s)
AC '97 Bit Clock: 12.288 MHz serial data clock generated by the external
AC_BIT_CLK | A b .
- = Codec(s). This signal has an integrated pull-down resistor.
AC '97 Serial Data Out: Serial TDM data output to the Codec(s)
AC_SDOUT o NOTE: AC_SDOUT is sampled at the rising edge of PWROK as a functional
strap. See Section 2.20.1 for more details.
AC_SDIN[1:0] | AC '97 Serial Data In 0: Serial TDM data inputs from the Codecs.
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General Purpose I/O

Table 2-18. General Purpose I/O Signals

Name Type Description

GPIO[47:44] 110 Not implemented.

GPIO[43:38] 110 Can be input or output. Main power well.

GPIO[37:32] 110 Can be input or output. Main power well.

GPIO[31:29] O Not implemented.

GPI0[28:27] 110 Can be input or output. Resume power well. Unmuxed.

GPIO[26] 110 Not implemented.

GPIO[25] 110 Can be input or output. Resume power well. Unmuxed.

GPIO[24] 110 Can be input or output. Resume power well.

GPIO[23] (@) Fixed as output only. Main power well.

GPIO[22] oD Fixed as output only. Main power well.

GPIO[21] (@) Fixed as output only. Main power well. .

GPIO[20] O Fixed as output only. Main power well.

GPIO[19] (@) Fixed as output only. Main power well.

GPIO[18] O Fixed as output only. Main power well.
Fixed as Output only. Main Power Well. Can be used instead as PC/PCI

GPIO[17:16] O GNT[B:AJ#. GPIO[17] can also alternatively be used for PClI GNT[5]#. Integrated
pull-up resistor.

GPIO[15:14] | Not implemented.

GPIO[13:12] | Fixed as Input only. Resume Power Well. Unmuxed.

GPIO[11] | Fixed as Input only. Resume Power Well. Can be used instead as SMBALERT#.

GPI0O[10:9] | Not implemented.

GPIO[8] | Fixed as Input only. Resume Power Well. Unmuxed.

GPIO[7] | Fixed as Input only. Main power well. Unmuxed.

GPIO[6] | Fixed as Input only. Main power well.

GPIO[5:2] | Fixed as Input only. Main power well. Can be used instead as PIRQ[H:E]#.

GPIO[1:0] | Fixed as Input only. Main Power Well. Can be used instead as PC/PCI REQ[B:AJ#.

GPIO[1] can also alternatively be used for PClI REQI[5]#.

NOTE: Only GPIO[7:0] are 5V tolerant.
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Signal Description

Power and Ground

Table 2-19. Power and Ground Signals

Name Description
3.3 V supply for Core well I/O buffers (15 pins). This power may be shut off in S3, S5 or
Vce3 3
G3 states.
veel 8 1.8 V supply for Core well logic (12 pins). This power may be shut off in S3, S5 or G3
- states.
VSREF[2:1] Reference for 5V tolerance on Core well inputs. This power may be shut off in S3, S5 or
G3 states.
HIREF 0.9 V reference for the hub interface. This power is shut off in S3, S5 or G3 states.
3.3 V supply for Resume well I/0 buffers (8 pins). This power is not expected to be shut off
VceSus3 3 ;
= unless the system is unplugged.
VceSusl 8 1.8 V supply for Resume well logic (13 pins). This power is not expected to be shut off

unless the system is unplugged.

VSREF_Sus[2:1]

Reference for 5 V tolerance on Resume well inputs. This power is not expected to be shut
off unless the system is unplugged.

NOTE: See platform design guide for VSREF_Sus connectivity.

3.3V (can drop to 2.0 V min. in G3 state) supply for the RTC well. This power is not
expected to be shut off unless the RTC battery is removed or completely drained.

VceRTC NOTE: Implementations should not attempt to clear CMOS by using a jumper to pull
VccRTC low. Clearing CMOS in an ICH3-based platform can be done by using a
jumper on RTCRST# or GPI, or using SAFEMODE strap.

VBIAS RTC well bias voltage. The DC reference voltage applied to this pin sets a current that is

mirrored throughout the oscillator and buffer circuitry. See Section 2.20.4.
Powered by the same supply as the processor I/O voltage (3 pins). This supply is used to

V_CPU_IO -

- - drive the processor I/F outputs.

Vss Grounds (104 pins).
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2.20 Pin Straps

2.20.1 Functional Straps

The following signals are used for static configuration. They are sampled at the rising edge of
PWROK to select configurations, and then revert later to their normal usage. To invoke the
associated mode, the signal should be driven at least 4 PCI clocks prior to the timeit is sampled.

Table 2-20. Functional Strap Definitions

Signal

Usage

When Sampled

Comment

AC_SDOUT

Safe Mode

Rising Edge of
PWROK

The signal has a weak internal pull-down. If the
signal is sampled high, the ICH3 will set the
processor speed strap pins for safe mode. Refer to
processor specification for speed strapping
definition. The status of this strap is readable via the
SAFE_MODE bit (bit 2, D31: FO, Offset D4h).

EE_DOUT

Reserved

System designers should include a placeholder for
a pull-down resistor on EE_DOUT but do not
populate the resistor.

GNT[AJ#

Top-Swap Override

Rising Edge of
PWROK

The signal has a weak internal pull-up. If the signal
is sampled low, this indicates that the system is
strapped to the “Top-Swap” mode (ICH3 will invert
AL16 for all cycles targeting FWH BIOS space). The
status of this strap is readable via the Top-Swap bit
(bit 13, D31: FO, Offset D4h). Note that software will
not be able to clear the Top-Swap bit until the
system is rebooted without GNT[A]# being pulled
down.

DPSLPVR

Hub Interface
Termination

Scheme (Normal vs.

Enhanced)

Rising Edge of
PWROK

Low (default)-Hub Interface 1.0 series or Hub
Interface 1.5 parallel termination

High (external pull-up to Vccl_8)—Not supported in
ICH3.

HICOMP

Hub Interface
Scheme (HI 1.5)

Rising Edge of
PWROK

External pull-up to Vccl_8.

NOTE: See the platform design guide for resistor
values and routing guidelines for each hub
interface mode.

SPKR

No Reboot

Rising Edge of
PWROK

The signal has a weak internal pull-down. If the
signal is sampled high, this indicates that the
system is strapped to the “No Reboot” mode (ICH3
will disable the TCO Timer system reboot feature).
The status of this strap is readable via the
NO_REBOOT bit (bit 1, D31: FO, Offset D4h).
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External RTC Circuitry

To reduce RTC well power consumption, the ICH3 implements an internal oscillator circuit that is
sensitive to step voltage changesin VccRTC and VBIAS. Figure 2-2 shows the circuitry required
to condition these voltages to ensure correct operation of the ICH3 RTC.

Figure 2-2. Required External RTC Circuit

2.20.3

Caution:

3.3V
VCCSUS > * X] VCCRTC

1kQ illﬂz

[ 1kQ 32768 Hz i R1
Xtal % % 10 MQ
S * % Xl RTCXL

Vbatt

C1
0.047 uF 7 C
p

R2
10 MQ

X VBIAS

c2 -
12.5 pF

Note: Capacitor C2 and C3 values
are crystal-dependent.

X VSSRTC

V5REF / Vcc3 3 Sequencing Requirements

V5REF is the reference voltagesfor 5 V tolerance on inputs to the ICH3. V5REF must be powered
up before Vce3_3, or after Vee3_3 within 0.7 V. Also, V5REF must be powered down after
Vee3_3or beforeVVee3 3 within 0.7 V. Therule must be followed to ensure the safety of the ICH3.

If thisruleisviolated, internal diodes will attempt to draw power sufficient to damage the diodes
from theVce3 3rail.

Figure 2-3 shows a sample implementation of how to satisfy the V5REF/3.3 V sequencing rule.

Thisrule a so appliesto the standby rails, but in most platforms, the VecSus3_3rail isderived from
the VccSuss and therefore, the VecSus3_3 rail will always come up after the VecSus rail. As a

reulst, VSREF_Suswill always be powered up before VecSus3 3. In platforms that do not derive
the VeeSus3_3 rail from the VecSusb rail, this rule must be comprehended in the platform design.
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Figure 2-3. Example V5REF Sequencing Circuit

Vcce Supply
(3.3V) 5V Supply
1 KQ
:T: 1pF
To System 5VREF To System

2.20.4 Test Signals

2.20.4.1 Test Mode Selection

When PWROK is active (high) for at least 76 PCI clocks, driving RTCRST# active (low) for a
number of PCI clocks (33 MHz) will activate a particular test mode a specified in Table 2-21.

Note: RTCRST# may be driven low any time after PCIRST isinactive. Refer to Section 18.1, “Test Mode
Description” on page 18-487 for a detailed description of the ICH3-S test modes.

Table 2-21. Test Mode Selection

Number of PCI Clocks RTCR_ST# driven low after Test Mode
PWROK active
<4 No Test Mode Selected
4 XOR Chain 1
5 XOR Chain 2
6 XOR Chain 3
7 XOR Chain 4
8 All “Z” (Tri-state Mode)
9-42 Reserved. DO NOT ATTEMPT
>42 No Test Mode Selected

54 Intel® 82801CA ICH3-S Datasheet



intel.

Power Planes and Pin States

Power Planes and Pin States 3

3.1

This chapter provides the 82801CA ICH3-S power plane and pin states.

Power Planes

Table 3-1. Intel® ICH3 Power Planes

Plane Description
Main /1O Vcc3_3: Powered by the main power supply or battery. When the system is in the S3,
(3.3V) S4, S5, or G3 state, this plane is assumed to be shut off.
Main Logic Vccl_8: Powered by the main power supply or battery. When the system is in the S3,
1.8V) S4, S5, or G3 state, this plane is assumed to be shut off.
Resume 1/O VccSUS3_3: Powered by the main power supply or battery in SO-S1 states. Powered
(3.3 V Standby) by the trickle power supply or main battery When the system is in the S3, S4, S5, state.

Assumed to be shut off only when in the G3 state (system is unplugged).

Resume Logic
(1.8 V Standby)

VccSUS1_8: Powered by the main power supply or battery in SO-S1 states. Powered
by the trickle power supply or main battery when the system is in the S3, S4, S5, state.
Assumed to be shut off only when in the G3 state (system is unplugged).

V_CPU_IO: Powered by the main power supply or battery via processor voltage

(1%P~U2|/|5:V) regulator. When the system is in the S3, S4, S5, or G3 state, this plane is assumed to
' ' be shut off.
VccRTC: When other power is available (from the main supply or main battery?),
RTC external diode coupling will provide power to reduce the drain on the RTC battery.

Assumed to operate from 3.3 V down to 2.0 V.

Intel® 82801CA ICH3-S Datasheet

3-55



Power Planes and Pin States intel
@

3.2 Integrated Pull-Ups and Pull-Downs
Table 3-2. Integrated Pull-Up and Pull-Down Resistors
Signal Resistor Type Nominal Value Notes

EE_DIN pull-up 24 kQ 1
EE_DOUT pull-up 24 kQ 1
GNT[B:AJ# / GNT[5]# / GPIO[17:16] pull-up 24 kQ 1
LAD[3:0]# / FWH[3:0]# pull-up 24 kQ 1
LDRQI1:0] pull-up 24 kQ 1
PME# pull-up 24 kQ 1
PWRBTN# pull-up 24 kQ 1
SPKR pull-down 24 kQ 1,5
AC_BIT_CLK pull-down 20 kQ 2,6
AC_SDIN[1:0] pull-down 20 kQ 2
AC_SDOUT pull-down 20 kQ 2,6
AC_SYNC pull-down 20 kQ 2,5
LAN_RXD[2:0] pull-up 9 kQ 3
PDD[7] / SDDI[7] pull-down 5.9 kQ 4
PDDREQ / SDDREQ pull-down 5.9 kQ 4
DPRSLPVR pull-down 20 kQ 2
LAN_CLK pull-down 1 MQ
USB[5:0][P:N] pull-down 15 kQ

NOTES:

1. Simulation data shows that these resistor values can range from 18 kQ to 42 kQ.

2. Simulation data shows that these resistor values can range from 13 kQ to 38 kQ.

3. Simulation data shows that these resistor values can range from 6 kQ to 14 kQ.

4. Simulation data shows that these resistor values can range from 4.3 kQ to 20 kQ.

5. The pull-up or pull-down on this signal is only enabled at boot/reset for strapping function.

6. This pull-down is enabled when either the ACLINK Shut Off bit in the AC '97 Global Control Register is set or

when both function 5 and function 6 of Dev 31 are hidden (disabled).

3.3 IDE Integrated Series Termination Resistors

Table 3-3 shows the ICH3 IDE signals that have integrated series termination resistors.

Table 3-3. IDE Series Termination Resistors

Signal Integrated Series Termination Resistor Value

PDD[15:0], SDD[15:0, PDIOW#,
SDIOW#, PDIOR#, PDIOW#,
PDREQ, SDREQ, PDDACK#,
SDDACK#, PIORDY, SIORDY, approximately 33 Q (See Note)
PDA[2:0], SDA[2:0], PDCS1#,
SDCS1#, PDCS3#, SDCS3#,
IRQ14, IRQ15

NOTE: Simulation data indicates that the integrated series termination resistors are a nominal 33 Q but can
range from 31 Q to 43 Q.
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Output and 1/O Signals Planes and States

Table 3-4 shows the power plane associated with the output and 1/O signals, as well as the state at
various times. Within the tables, the following terms are used:

“High-2"
“High”
“Low”
“Defined”
“Undefined”
“Running”

“ Off"

Tri-state. ICH3 not driving the signal high or low.

ICH3 isdriving the signal to alogic 1

ICH3 isdriving the signal to alogic O

Driven to alevel that is defined by the function (will be high or low)
ICH3 isdriving the signal, but the value is indeterminate.

Clock istoggling or signal istransitioning because function not stopping

The power planeis off, so ICH3 is not driving

Note that the signal levels are the samein S4 and Sb.

Table 3-4. Power Plane and States for Output and I/O Signal

. Power During4 Imm;(ti(ia?tely
Signal Name Plane ;g:\lﬂ?}_\s)'sri#é PCIRST#45/ S1 S3 S4/S5
RSMRST#
PCI Bus
ADI[31:0] Main /1O High-Z Undefined Defined Off Off
C/BE#[3:0] Main /O High-Z Undefined Defined Off Off
DEVSEL# Main /O High-Z High-Z High-Z off off
FRAME# Main I/O High-Z High-Z High-Z off off
GNT[0:4]# Main I/0 High High High Off Off
gm{é}#GNT[S]#/ Main 1/0 ﬁtlgrhr:% Vﬂ? High High off off
IRDY#, TRDY# Main 1/0 High-Z High-Z High-Z Off Off
PAR Main 1/O High-Z Undefined Defined off Off
PCIRST# Resume 1/O Low High High Low Low
PERR# Main /O High-Z High-Z High-Z off off
PLOCK# Main 1/0 High-Z High-Z High-Z Off Off
STOP# Main I/O High-Z High-Z High-Z off off
LPC Interface
LAD[3:0] Main 1/0 High High High Off Off
LFRAME# Main 1/0 High High High Off Off
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Table 3-4. Power Plane and States for Output and I/O Signal (Continued)

3-58

During Immediately
Signal Name F,;‘l’;’fg E(s::\;ﬁ;f# / PCIa;ItSe'F#“ , s1 s3 S4/S5
RSMRST#®
LAN Connect and EEPROM Interface
EE_CS Resume 1/O Low Running Defined Defined Defined
EE_DOUT Resume 1/O High High Defined Defined Defined
EE_SHCLK Resume I/O Low Running Defined Defined Defined
LAN_RSTSYNC Resume 1/O High Defined Defined Defined Defined
LAN_TXDJ[2:0] Resume 1/O Low Defined Defined Defined Defined
IDE Interface
PDA[2:0], SDA[2:0] Main 1/0 Undefined Undefined Undefined Off Off
PDCS1#, PDCS3# Main 1/0 High High High Off Off
PDD[15:8], SDD[15:8], ) . . :
PDD[6:0], SDD[6:0] Main 1/0 High-z High-Z High-Z Off Off
PDD[7], SDD[7] Main 1/0 Low Low Low Off Off
PDDACK#, SDDACK# Main 1/0 High High High Off Off
PDIOR#, PDIOW# Main 1/0 High High High Off Off
SDCS1#, SDCS3# Main 1/0 High High High Off Off
SDIOR#, SDIOW# Main 1/0 High High High Off Off
Interrupts
PIRQ[A:H]# Main I/O High-Z High-Z High-Z off off
SERIRQ Main 1/0 High-Z High-Z High-Z Off Off
APICD[1:0] Main I/O High-Z High-Z High-Z off off
USB Interface
USBP[5:0][P,N] Resume 1/0 Low Low Low Low Low
Power Management
SLP_S3# Resume I/0 Low High High Low Low
SLP_S5# Resume 1/O Low High High High Low
High
SUS_STAT# Resume I/O Low b Vé\‘/f;eéK High Low Low
rises
SUSCLK Resume I/0 Low Running
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Table 3-4. Power Plane and States for Output and I/O Signal (Continued)
. Immediately
Signal Name ’;‘l’;:]eer Egﬁ%i%; ! PC|aRﬂseTr Y s1 s3 S4/S5
RSMRST#®
CPU Interface
A20M# CPU I/O See Note 1 High High Off Off
CPUPWRGD Main 1/O See Note 3 High-z High-Z Off Off
CPUSLP# CPU /O High High Defined Off Off
IGNNE# CPU I/O See Note 1 High High Off Off
INIT# CPU I/O High High High off off
INTR CPU /O See Note 1 Low Low Off Off
NMI CPU /O See Note 1 Low Low Off Off
SMI# CPU I/O High High High off off
STPCLK# CPU /O High High Low Off Off
SMBus Interface
SMBCLK, SMBDATA ‘ Resume I/O ‘ High-Z ‘ High-Z ‘ Defined ‘ Defined ‘ Defined
System Management Interface
SMLINKJ[1:0] ‘ Resume 1/O ‘ High-z ‘ High-z ‘ Defined ‘ Defined ‘ Defined
Miscellaneous Signals
Low with
SPKR Main I/O internal pull- Low Defined Off Off
down
AC’97 Interface
AC_RST# Resume 1/0 Low Low Céi'td(m;f]‘;t Low Low
AC_SDOUT Main 1/0 Low Running Low off Off
AC_SYNC Main 1/O Low Running Low Off Off
Unmuxed GPIO Signals
GPIO[18] Main I/O High See Note 2 Defined Off Off
GPIO[19:20] Main /O High High Defined Off Off
GPIO[21] Main /O High High Defined Off Off
GPIO[22] Main I/O High-Z High-Z Defined Off Off
GPIO[23] Main /O Low Low Defined Off Off
GPIO[24] Resume 1/O Low Low Defined Defined Defined
GPIO[25] Resume 1/O High High Defined Defined Defined
GPIO[27:28] Resume 1/O High High Defined Defined Defined
GPIO[43:32] Main 1/O High High Defined Off Off
NOTES:

1. ICH3 sets these signals at reset for CPU frequency strap.

2. GPI0O[18] will toggle at a frequency of approximately 1Hz when the ICH3 comes out of reset

3. CPUPWRGD is an open-drain output that represents a logical AND of the ICH3’'s VRMPWRGD and PWROK
signals, and thus will be driven low by ICH3 when either VRMPWRGD or PWROK are inactive. During boot,
or during a hard reset with power cycling, CPUPWRGD will be expected to transition from low to High-Z.

. The states of main I/O signals are taken at the times During PCIRST# and Immediately after PCIRST#.

. The states of resume /O signals are taken at the times During RSMRST# and Immediately after RSMRST#

(G20
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3.5

Table 3-5.

3-60

* High

e Low

e Static: Will be high or low, but will not change

Power Planes for Input Signals

¢ Driven: Will be high or low, and is allowed to change

* Running: For input clocks

Power Plane for Input Signals

Signal Name | Power Well Driver During Reset S1 S3 S5
A20GATE Main I/O External Microcontroller Static Low Low
AC_BIT_CLK Main 1/0 AC’'97 Codec Low Low Low
AC_SDINJ[1:0] Resume 1/0 AC’'97 Codec Low Low Low
APICCLK Main 1/0 Clock Generator Running Low Low
CLK14 Main 1/0 Clock Generator Running Low Low
CLK48 Main 1/0 Clock Generator Running Low Low
CLK66 Main Logic Clock Generator Running Low Low
EE_DIN Resume 1/0 EEPROM component Driven Driven Driven
FERR# Main I/O CPU Static Low Low
INTRUDER# RTC External Switch Driven Driven Driven
IRQ[15:14] Main 1/0 IDE Static Low Low
LAN_CLK Resume 1/0O | LAN Connect component Driven Driven Driven
LAN_RXDJ[2:0] | Resume I/O | LAN Connect component Driven Driven Driven
LDRQ[O0]# Main 1/0 LPC Devices High Low Low
LDRQ[1]# Main 1/0 LPC Devices High Low Low
OC[5:0]# Resume 1/0 External Pull-Ups Driven Driven Driven
PCICLK Main 1/0 Clock Generator Running Low Low
PDDREQ Main I/O IDE Device Static Low Low
PIORDY Main I/O IDE Device Static Low Low
PME# Resume 1/0 Internal Pull-Up Driven Driven Driven
PWRBTN# Resume /0O Internal Pull-Up Driven Driven Driven
PWROK RTC System Power Supply Driven Low Low
RCIN# Main 1/0 External Microcontroller High Low Low
REQI[O0:5]# Main 1/0 PCI Master Driven Low Low
REQI[B:AJ# Main 1/0 PC/PCI Devices Driven Low Low
RI# Resume 1/O Serial Port Buffer Driven Driven Driven
LAN_RST# Resume /O External RC circuit High High High
RSMRST# RTC External RC circuit High High High
RTCRST# RTC External RC circuit High High High

intel.

Table 3-5 shows the power plane associated with each input signal, as well as what device drives
the signal at varioustimes. Valid states include:
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Table 3-5. Power Plane for Input Signals (Continued)

Power Planes and Pin States

Signal Name | Power Well Driver During Reset S1 S3 S5
SDDREQ Main 1/0 IDE Drive Static Low Low
SERR# Main 1/0 PCI Bus Peripherals High Low Low
SIORDY Main I/O IDE Drive Static Low Low
SMBALERT# Resume 1/0 External pull-up Driven Driven Driven
THRM# Main I/O Thermal Sensor Driven Low Low
USBRBIAS Resume 1/O External Pull-down Used Used Used
VRMPWRGD Main 1/0 CPU Voltage Regulator High Low Low

NOTES:

1. LAN Connect and EEPROM signals will either be “Driven” or “Low” in S3-S5 states depending upon whether
or not the LAN power planes are active.
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Intel® ICH3 and System Clock Domains4

Table 4-1. Intel® ICH3 and System Clock Domains

Table 4-1 describes the system clock domains. Figure 4-1 shows the assumed connection of the
various system components, including the clock generator. For complete details of the system
clocking solution refer to the system’s clock generator component specification.

Clock

Domain Frequency Source Usage
ICH3 Main Clock .
CLK66 66 MHz Generator Hub I/F, processor I/F, AGP. Shut off during S3 or below .
. Free-running PCI Clock to ICH3. This clock remains on
PSEEK 33 MHz '\é?g e?zil?glr( during SO and S1 state, and is expected to be shut off
during S3 or below in server configurations or .
Main Clock PCI Bus, LPC I/F. These only go to external PCl and LPC
System PCI 33 MHz Generator devices.
ICH3 48 MHz Main Clock Super /0, USB Controllers. Expected to be shut off
CLK48 Generator during S3 or below .
ICH3 Main Clock "
CLK14 14.31818 MHz Generator Expected to be shut off during S4 or below.
ICH3 , AC '97 Link. Generated by AC '97 Codec. Can be shut by
AC_BIT_CLK 12.288 MHz AC 97 Codec codec in D3. Expected to be shut off during S3 or below.
. Used for ICH3-processor interrupt messages. Operates
ICH3 33.33 MHz Main Clock up to 33.33 MHz. Expected to be shut off during S3 or
APICCLK Generator
below.
LAN_CLK 5 10 50 MHz LAN Connect | Generated by the LAN Connect component. Expected to

Component

be shut off during S3 or below.

Figure 4-1. Conceptual System Clock Diagram
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Functional Description )

5.1

5.1.1

Note:

Note:

Note:

Hub Interface to PCI Bridge (D30:F0)

The hub interface to PCI Bridge residesin PCI Device 30, Function 0 on bus#0. This portion of the
|CH3 implements the buffering and control logic between PCI and the hub interface. The
arbitration for the PCI busis handled by this PCI device. The PCI decoder in this device must
decode the ranges for the hub interface. All register contents will be lost when core well power is
removed.

PCI Bus Interface

The ICH3 PCI interface provides a 33 MHz, PCI Local Bus Specification, Rev. 2.2 compliant
implementation. All PCI signalsare 5V tolerant. The ICH3 integrates a PCI arbiter that supports
up to six external PCl bus masters in addition to the internal 1CH3 requests.

Note that most transactions targeted to the ICH3 will first appear on the external PCI bus before
being claimed back by the ICH3. The exceptions are 1/0O cyclesinvolving USB, IDE, and AC ' 97.
These transactions will complete over the hub interface without appearing on the external PCI bus.
Configuration cyclestargeting USB, IDE or AC *97 will appear on the PCI bus. If the ICH3 is
programmed for positive decode, the ICH3 will claim the cycles appearing on the external PCI bus
in medium decode time. If the ICH3 is programmed for subtractive decode, the ICH3 will claim
these cyclesin subtractive time. If the ICH3 is programmed for subtractive decode, these cycles
can be claimed by another positive decode agent out on PCI. This architecture enables the ability to
boot off of a PCI card that positively decodes the boot cycles. In order to boot off a PCl card it is
necessary to keep the ICH3 in subtractive decode mode. When booting off a PCI card, the
BOOT_STShit (bit 2, TCO2 Status Register) will be set.

TheICH3'sAC 97, IDE and USB Controllers can not perform peer to peer traffic.

Poor performing PCI devices that cause long latencies (numerous retries) to processor-to-PCl
Locked cycles may starve isochronous transfers between USB or AC ' 97 devices and memory.
Thiswill result in overrun or underrun, causing reduced quality of the isochronous data, such as
audio.

PCI configuration write cycles, initiated by the processor, with the following characteristics will be
converted to a Specia Cycle with the Shutdown message type.

¢ Device Number (AD[15:11]) = 11111
¢ Function Number (AD[10:8]) = 111

¢ Register Number (AD[7:2]) = 000000’
¢ Data=00h

¢ Bus number matches secondary bus number
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5.1.2

5.1.3

5.1.4

66

Note:

Note:

If the processor issues alocked cycleto aresource that is too slow (e.g., PCI), the ICH3 will not
allow upstream requests to be performed until the cycle completion. This may be critical for
isochronous buses which assume certain timing for their data flow, such as AC ' 97 or USB.
Devices on these buses may suffer from underrun if the asynchronous traffic is too heavy.
Underrun means that the same datais sent over the buswhile ICH3 is not able to issue arequest for
the next data. Snoop cycles are not permitted while the Processor System Busis locked.

Locked cycles are assumed to be rare. Locks by PCI targets are assumed to exist for a short
duration (afew microseconds at most). If a system has a very large number of locked cycles and
some that are very long, then the system will definitely experience underruns and overruns. The
units most likely to have problems are the AC '97 controller and the USB controllers. Other units
could get underruns/overruns, but are much less likely. The IDE controller (dueto its stalling
capability on the cable) should not get any underruns or overruns.

PCI-to-PCI Bridge Model

From a software perspective, the ICH3 contains a PCI-to-PCl bridge. This bridge connects the hub
interface to the PCI bus. By using the PCI-to-PCl bridge software model, the ICH3 can have its
decode ranges programmed by existing plug-and-play software such that PCI ranges do not
conflict with AGP and graphics aperture ranges in the Host controller.

IDSEL to Device Number Mapping

When addressing devices on the external PCI bus (with the PCI slots) the ICH3 will assert one
address signal asan IDSEL . When accessing device 0, the ICH3 will assert AD16. When accessing
Device 1, the ICH3 will assert AD17. This mapping continues all the way up to device 15 where
the ICH3 asserts AD31. Note that the ICH3's internal functions (AC ' 97, IDE, USB, and PCI
Bridge) are enumerated like they are on a separate PCI bus (the hub interface) from the external
PCI bus. The integrated LAN Controller is Device 8 on the ICH3's PCI bus, and hence it uses
AD24 for IDSEL

SERR# Functionality

There are several internal and external sourcesthat can cause SERR#. The ICH3 can be
programmed to cause an NMI based on detecting that an SERR# condition has occurred. The NMI
can also berouted to instead cause an SMI#. Note that the | CH3 does not drive the external PCI bus
SERR# signal active onto the PCI bus. The external SERR# signal is an input into the ICH3 driven
only by external PCI devices. The conceptual logic diagramsin Figure 5-1 and Figure 5-2 illustrate
all sources of SERR#, along with their respective enable and status hits. Figure 5-3 shows how the
ICH3 error reporting logic is configured for NMI# generation.
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Figure 5-1. Primary Device Status Register Error Reporting Logic

Functional Description

D30:FO BRIDGE_CNT
[Parity Error Response Enable]

D30:FO BRIDGE_CNT
[SERR# Enable]

PCI Address Parity Error

D30:FO0 CMD
[SERR_EN]

Delayed Transaction Timeout

D30:FO ERR_CMD
[SERR_DTT_EN]

SERR# Pin  ——

D30:FO BRIDGE_CNT
[SERR# Enable]

D30:FO ERR_CMD
[SERR_RTA_EN]

Received Target Abort

AND

D30:FO PD_STS

AND
D30:F0 ERR_STS
[SERR_DTT]
D30:FO CMD
[SERR_EN]
AND
AND [
AND OR
AND

D30:F0 ERR_STS
[SERR_RTA]

[SSE]

OR

Figure 5-2. Secondary Status Register Error Reporting Logic
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Figure 5-3. NMI# Generation Logic
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The ICH3 can detect and report different parity errorsin the system. The ICH3 can be programmed

If NMIs are enabled, and parity error checking on PCI is also enabled, then parity errorswill cause

an NMI. Some operating systems will not attempt to recover from this NMI, since it considers the

5.1.5 Parity Error Detection
to cause an NMI (or SMI#if NMI isrouted to SMI#) based on detecting a parity error. The
conceptual logic diagram in Figure 5-3 details all the parity errors that the ICH3 can detect, along
with their respective enable bits, status bits, and the results.
Note:
detection of a PCI error to be a catastrophic event.
68
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Table 5-1.

5.1.6.2

Functional Description

Standard PCI Bus Configuration Mechanism

The PCI Bus defines a slot based “ configuration space” that allows each device to contain up to 8
functions with each function containing up to 256, 8-bit configuration registers. The PCI
specification defines two bus cyclesto access the PCI configuration space: Configuration Read and
Configuration Write. Memory and 1/0 spaces are supported directly by the processor.
Configuration space is supported by a mapping mechanism implemented within the ICH3. The PCI
specification defines two mechanisms to access configuration space, Mechanism #1 and
Mechanism #2. The ICH3 only supports Mechanism #1.

Configuration cyclesfor PCI Bus#0 devices#2 through #31, and for PCI Bus numbers greater than
0 will be sent towards the ICH3 from the host controller. The ICH3 compares the non-zero Bus
Number with the Secondary Bus Number and Subordinate Bus number registers of its P2P bridge
to determineif the configuration cycle is meant for Primary PCI or a downstream PCI bus.

Type 0to Type O Forwarding

When a Type 0 configuration cycleisreceived on hub interface to any function, the ICH3 forwards
these cyclesto PCI and then reclaims them. The ICH3 uses address bits AD[15:13] to
communicate the ICH3 device numbers in Type 0 configuration cycles. If the Type 0 cycle on hub
interface specifies any device number other than 29, 30 or 31, the ICH3 will not set any address
bits in the range AD[31:11] during the corresponding transaction on PCI. Table 5-1 shows the
device number tranglation.

Type 0 Configuration Cycle Device Number Translation

Device # In Hub Interface AD[31:11] During Address Phase of
Type 0 Cycle Type 0 Cycle on PCI
0 through 28 0000000000000000_00000b
29 0000000000000000_00100b
30 0000000000000000_01000b
31 0000000000000000_10000b

ThelCH3 logic will generate single dword configuration read and write cycles on the PCI bus. The
ICH3 will generate a Type O configuration cycle for configurations to the bus number matching the
PCI bus. Type 1 configuration cycleswill be converted to Type O cyclesin this case. If the cycleis
targeting a device behind an external bridge, the ICH3 will run a Type 1 cycle on the PCI bus.

Type 1to Type 0 Conversion

When the bus number for the Type 1 configuration cycle matches the PCI (Secondary) bus number,
the ICH3 will convert the address as follows:

1. For device numbers O through 15, only one bit of the PCI address [31:16] will be set. If the
device number is 0, AD[16] is set; if the device number is 1, AD[17] is set; etc.

2. ThelCH3 will always drive Os on bits AD[15:11] when converting Type 1 configurations
cyclesto Type 0 configuration cycles on PCI.

3. Address bits[10:1] will also be passed unchanged to PCI.
4. Addressbit O will be changedto 0'.
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PCI Dual Address Cycle (DAC) Support

The ICH3 supports Dual Address Cycle (DAC) format on PCI for cycles from PCl initiators to
main memory. This allows PCl masters to generate an address up to 44 bits. The size of the actual
supported memory space will be determined by the memory controller and the processor.

The DAC modeis only supported for PCI adapters and is not supported for any of the internal PCI
masters (IDE, LAN, USB 1.1, AC'97, 8237 DMA, etc.).

When a PCl master wants to initiate a cycle with an address above 4 GB, it uses the following
behavioral rules (See PCI 2.2 Specification, Section 3.9 for more details):

1. Onthefirst clock of the cycle (when FRAME# isfirst active), the peripheral usesthe DAC
encoding on the C/BE# signals. This unique encoding is 1101.

2. Also during the first clock, the peripheral drivesthe AD[31:0] signals with the low address.

3. Onthe second clock, the peripheral drives AD[31:0] with the high address. The addressis
right justified: A[43:32] appear on AD[12:0]. The value of AD[31:13] is expected to be O;
however, the ICH3 ignores these bits. The C/BE# signalsindicate the bus command type
(Memory Read, Memory Write, etc.)

4. The rest of the cycle proceeds normally.
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LAN Controller (B1:D8:FO0)

The ICH3 s integrated LAN Controller includes a 32-bit PCI controller that provides enhanced
scatter-gather bus mastering capabilities and enables the LAN Controller to perform high speed
data transfers over the PCI bus. Its bus master capabilities enable the component to process high
level commands and perform multiple operations, which lowers processor utilization by off-
loading communi cation tasks from the processor. Two large transmit and receive FIFOs of 3 KB
each help prevent data underruns and overruns while waiting for bus accesses. This enables the
integrated LAN Controller to transmit data with minimum interframe spacing (IFS).

The ICH3 integrated LAN Controller can operatein either full duplex or half duplex mode. In full
duplex mode the LAN Controller adheres with the IEEE 802.3x Flow Control specification. Half
duplex performance is enhanced by a proprietary collision reduction mechanism.

Theintegrated LAN Controller also includes an interface to a seria (4-pin) EEPROM. The
EEPROM provides power-on initialization for hardware and software configuration parameters.

From a software perspective, theintegrated LAN Controller appearsto reside on the secondary side
of the ICH3' s virtual PCI-to-PCl Bridge (see Section 5.1.2). Thisistypically Bus 1, but may be
assigned a different number, depending upon system configuration.

Feature Summary
* Compliance with Advanced Configuration and Power Interface and PCl Power Management
standards
¢ Support for wake-up on interesting packets and link status change
¢ Support for remote power-up using Wake on LAN* (WOL) technology
¢ Deep power-down mode support
¢ Support of Wired for Management (WfM), Rev 2.0
¢ Backward compatible software with Intel 82557, 82558, and 82559
* TCP/UDP checksum off load capabilities
¢ Support for Intel’s Adaptive Technology
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LAN Controller Architectural Overview

Figure 5-4 isahigh level block diagram of the ICH3 integrated LAN Controller. It isdivided into
four main subsystems: a Parallel subsystem, a FIFO subsystem and the Carrier-Sense Multiple
Access with Collision Detect (CSMA/CD) unit.

Figure 5-4. Integrated LAN Controller Block Diagram
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Parallel Subsystem

The parallel subsystem isbroken down into several functional blocks: a PCl bus master interface, a
micromachine processing unit and its corresponding microcode ROM, and a PCI Target Control/
EEPROM/ interface. The parallel subsystem also interfaces to the FIFO subsystem, passing data
(such as transmit, receive, and configuration data) and command and status parameters between
these two blocks.

The PCI bus master interface provides a complete interface to the PCI bus and is compliant with
the PCI Local Bus Specification, Revision 2.2. The LAN Controller provides 32 bits of addressing
and data, as well as the complete control interface to operate on the PCI bus. AsaPCl target, it
follows the PCI configuration format which allows all accessesto the LAN Controller to be
automatically mapped into free memory and 1/O space upon initialization of a PCl system. For
processing of transmit and receive frames, the integrated LAN Controller operates as a master on
the PCI bus, initiating zero wait-state transfers for accessing these data parameters.

The LAN Controller Control/Status Register Block is part of the PCI target element. The Control/
Status Register block consists of the following LAN Controller internal control registers: System
Control Block (SCB), PORT, EEPROM Control and Management Data Interface (MDI) Control.

The micromachine is an embedded processing unit contained in the LAN Controller that enables
Adaptive Technology. The micromachine accesses the LAN Controller’s microcode ROM,
working its way through the opcodes (or instructions) contained in the ROM to perform its
functions. Parameters accessed from memory, such as pointers to data buffers, are also used by the
micromachine during the processing of transmit or receive frames by the LAN Controller. A
typical micromachine function isto transfer a data buffer pointer field to the LAN Controller’'s
DMA unit for direct access to the data buffer. The micromachine is divided into two units, Receive
Unit and Command Unit which includes transmit functions. These two units operate independently
and concurrently. Control is switched between the two units according to the microcode instruction
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flow. The independence of the Receive and Command units in the micromachine allows the LAN
Controller to execute commands and receive incoming frames simultaneously, with no real-time
processor intervention.

The LAN Controller contains an interface to an externa serial EEPROM. The EEPROM is used to
store relevant information for aLAN connection such as node address, as well as board
manufacturing and configuration information. Both read and write accesses to the EEPROM are
supported by the LAN Controller. Information on the EEPROM interfaceis detailed in

Section 5.2.4.

FIFO Subsystem

The ICH3 LAN Controller FIFO subsystem consists of a 3-KB transmit FIFO and 3-KB receive
FIFO. Each FIFO is unidirectional and independent of the other. The FIFO subsystem serves asthe
interface between the LAN Controller parallel side and the serial CSMA/CD unit. It provides a
temporary buffer storage areafor frames as they are either being received or transmitted by the
LAN Controller, which improves performance:

* Transmit frames can be queued within the transmit FIFO, allowing back-to-back transmission
within the minimum Interframe Spacing (IFS).

* The storage areain the FIFO allowsthe LAN Controller to withstand long PCI bus latencies
without losing incoming data or corrupting outgoing data.

* ThelCH3 LAN Controller’s transmit FIFO threshold allows the transmit start threshold to be
tuned to eliminate underruns while concurrent transmits are being performed.

* The FIFO subsection allows extended PCI zero wait-state burst accesses to or from the LAN
Controller for both transmit and receive frames since the transfer is to the FIFO storage area
rather than directly to the seria link.

¢ Transmissions resulting in errors (collision detection or data underrun) are retransmitted
directly fromthe LAN Controller’s FIFO, increasing performance and eliminating the need to
re-access this data from the host system.

* Incoming runt receive frames (in other words, frames that are less than the legal minimum
frame size) can be discarded automatically by the LAN Controller without transferring this
faulty data to the host system.

Serial CSMA/CD Unit

The CSMA/CD unit of the ICH3 LAN Controller allows it to be connected to the 82562ET/EM
10/100 Mbps Ethernet LAN Connect components or the 82562EH 1 Mbps HomePNA* -compliant
LAN Connect component. The CSMA/CD unit performs al of the functions of the 802.3 protocol
such as frame formatting, frame stripping, collision handling, deferral to link traffic, etc. The
CSMA/CD unit can also be placed in afull duplex mode which allows simultaneous transmission
and reception of frames.
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LAN Controller PCI Bus Interface

AsaFast Ethernet Controller, the role of the ICH3 integrated LAN Controller isto access
transmitted data or deposit received data. The LAN Controller, as a bus master device, will initiate
memory cycles viathe PCI busto fetch or deposit the required data.

In order to perform these actions, the LAN Controller is controlled and examined by the processor
viaits control and status structures and registers. Some of these control and status structures reside
inthe LAN Controller and some reside in system memory. For accessto the LAN Controller’s
Control/Status Registers (CSR), the LAN Controller acts as aslave (in other words, atarget
device). The LAN Controller serves as a dave also while the processor accesses the EEPROM.

Bus Slave Operation

The ICH3 integrated LAN Controller serves as atarget device in one of the following cases:

* Processor accesses to the LAN Controller System Control Block (SCB) Control/Status
Registers (CSR)

* Processor accesses to the EEPROM through its CSR
* Processor accesses to the LAN Controller PORT address viathe CSR
* Processor accesses to the MDI control register in the CSR

The size of the CSR memory spaceis4 KB in the memory space and 64 bytesin the |/O space. The
LAN Controller treats accesses to these memory spaces differently.

Control/Status Register (CSR) Accesses

Theintegrated LAN Controller supports zero wait-state single cycle memory or 1/O mapped
accessesto its CSR space. Separate BARsrequest 4 KB of memory space and 64 bytes of 1/0 space
to accomplish this. Based on its needs, the software driver will use either memory or 1/0 mapping
to accessthese registers. The LAN Controller provides4 valid KB of CSR space, which include the
following elements:

¢ System Control Block (SCB) registers
* PORT register

EEPROM control register

e MDI control register

* Fow control registers

In the case of accessing the CSRs, the processor is the initiator and the LAN Controller isthe
target.

Read Accesses. The processor, as the initiator, drives address lines AD[31:0], the command and
byte enable lines C/BE#[3:0] and the control lines IRDY # and FRAME#. Asadave, the LAN
Controller controlsthe TRDY# signal and provides valid data on each data access. The LAN
Controller allows the processor to issue only one read cycle when it accesses the CSRs, generating
adisconnect by asserting the STOP# signal. The processor can insert wait-states by deasserting
IRDY# when it is not ready.

Write Accesses. The processor, as theinitiator, drives the address lines AD[31:0], the command

and byte enable lines C/BE#[3:0] and the control lines IRDY # and FRAME#. It also provides the
LAN Controller with valid data on each data accessimmediately after asserting IRDY#. The LAN
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Controller controls the TRDY# signal and asserts it from the data access. The LAN Controller
allows the processor to issue only one 1/0O write cycle to the CSRs, generating a disconnect by
asserting the STOP# signal. Thisistrue for both memory mapped and I/O mapped accesses.

Retry Premature Accesses

The LAN Controller responds with a Retry to any configuration cycle accessing the LAN
Controller before the completion of the automatic read of the EEPROM. The LAN Controller may
continue to Retry any configuration accesses until the EEPROM read is complete. The LAN
Controller does not enforce the rule that the retried master must attempt to access the same address
again in order to complete any delayed transaction. Any master access to the LAN Controller after
the completion of the EEPROM read will be honored.

Error Handling

Data Parity Errors. The LAN Controller checks for data parity errorswhileit isthe target of the
transaction. If an error was detected, the LAN Controller always sets the detected parity error bit in
the PCI configuration status register, bit 15. The LAN Controller also asserts PERR#, if the parity
error response bit is set (PCI configuration command register, bit 6). The LAN Controller does not
attempt to terminate a cycle in which a parity error was detected. This gives the initiator the option
of recovery.

Target-Disconnect: The LAN Controller prematurely terminate a cycle in the following cases:
* After accessestoits CSR

¢ After accesses to the configuration space

System Error: The LAN Controller reports parity error during the address phase using the SERR#
pin. If the SERR# enable bit in the PCI configuration command register or the parity error response
bit are not set, the LAN Controller only sets the detected parity error bit (PCI configuration status
register, bit 15). If SERR# enable and parity error response bits are both set, the LAN Controller
sets the signaled system error bit (PCI configuration status register, bit 14) as well as the detected
parity error bit and asserts SERR# for one clock.

The LAN Controller, when detecting system error, will claim the cycleif it was the target of the
transaction and continue the transaction asif the address was correct.

The LAN Controller will report a system error for any error during an address phase, whether or
not it isinvolved in the current transaction.

Bus Master Operation

AsaPCI Bus Master, the ICH3 integrated LAN Controller initiates memory cyclesto fetch datafor
transmission or deposit received data and for accessing the memory resident control structures. The
LAN Controller performs zero wait-state burst read and write cycles to the host main memory. For
bus master cycles, the LAN Controller is the initiator and the host main memory (or the PCI host
bridge, depending on the configuration of the system) is the target.

The processor providesthe LAN Controller with action commands and pointers to the data buffers
that reside in host main memory. The LAN Controller independently manages these structures and
initiates burst memory cyclesto transfer datato and from them. The LAN Controller uses the
Memory Read Multiple (MR Multiple) command for burst accesses to data buffers and the
Memory Read Line (MR Line) command for burst accesses to control structures. For all write
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accessesto the control structure, the LAN Controller uses the Memory Write (MW) command. For
write accesses to data structure, the LAN Controller may use either the Memory Write or Memory
Write and Invalidate (MWI) commands.

Read Accesses: The LAN Controller performs block transfers from host system memory in order
to perform frame transmission on the serial link. In this case, the LAN Controller initiates zero
wait-state memory read burst cycles for these accesses. The length of a burst is bounded by the
system and the LAN Controller’sinternal FIFO. The length of aread burst may also be bounded by
the value of the Transmit DMA Maximum Byte Count in the Configure command. The Transmit
DMA Maximum Byte Count value indicates the maximum number of transmit DMA PCI cycles
that will be completed after an LAN Controller internal arbitration.

The LAN Contraller, as the initiator, drives the address lines AD[31:0], the command and byte
enable lines C/BE#[3:0] and the control lines IRDY # and FRAME#. The LAN Controller asserts
IRDY # to support zero wait-state burst cycles. The target signals the LAN Controller that valid
datais ready to be read by asserting the TRDY# signal.

Write Accesses: The LAN Controller performs block transfers to host system memory during
frame reception. In this case, the LAN Controller initiates memory write burst cyclesto deposit the
data, usually without wait-states. The length of a burst is bounded by the system and the LAN
Controller’sinterna FIFO threshold. The length of awrite burst may also be bounded by the value
of the Receive DMA Maximum Byte Count in the Configure command. The Receive DMA
Maximum Byte Count value indicates the maximum number of receive DMA PCI transfers that
will be completed before the LAN Controller internal arbitration.

The LAN Contraller, as the initiator, drives the address lines AD[31:0], the command and byte
enable lines C/BE#[3:0] and the control lines IRDY # and FRAME#. The LAN Controller asserts
IRDY # to support zero wait-state burst cycles. The LAN Controller also drives valid dataon
ADJ[31:0] lines during each data phase (from the first clock and on). The target controls the length
and signals completion of adata phase by deassertion and assertion of TRDY #.

* Cycle Completion: The LAN Controller completes (terminates) its initiated memory burst
cyclesin the following cases:

¢ Normal Completion: All transaction data has been transferred to or from the target device
(for example, host main memory).

¢ Backoff: Latency Timer has expired and the bus grant signal (GNT#) was removed from the
LAN Controller by the arbiter, indicating that the LAN Controller has been preempted by
another bus master.

* Transmit or Receive DM A Maximum Byte Count: The LAN Controller burst has reached
the length specified in the Transmit or Receive DMA Maximum Byte Count field in the
Configure command block.

* Target Termination: The target may request to terminate the transaction with atarget-
disconnect, target-retry, or target-abort. In the first two cases, the LAN Controller initiates the
cycle again. In the case of atarget-abort, the LAN Controller sets the received target-abort bit
in the PCI Configuration Status field (PCI configuration status register, bit 12) and does not re-
initiate the cycle.

* Master Abort: Thetarget of the transaction has not responded to the address initiated by the
LAN Controller (in other words, DEV SEL# has not been asserted). The LAN Controller
simply deasserts FRAME# and IRDY # as in the case of normal completion.

e Error Condition: Inthe event of parity or any other system error detection, the LAN
Controller completes its current initiated transaction. Any further action taken by the LAN
Controller depends on the type of error and other conditions.
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Memory Write and Invalidate

The LAN Controller has four Direct Memory Access (DMA) channels. Of these four channels, the
Receive DMA is used to deposit the large number of data bytes received from the link into system
memory. The Receive DMA uses both the Memory Write (MW) and the Memory Write and
Invalidate (MWI) commands. In order to use MWI, the LAN Controller must guarantee the
following:

1. Minimum transfer of one cache line
2. Active byte enable bits (or BE[3:0]# are all low) during MWI access

3. TheLAN Controller may cross the cache line boundary only if it intends to transfer the next
cache line too.

In order to ensure the above conditions, the LAN Controller may use the MWI command only
under the following conditions:

1. The CacheLine Size (CLS) written in the CL S Register during PCI configurationis 8 or 16
dwords.

The accessed addressis cache line aligned.

The LAN Controller has at least 8 or 16 dwords of datain its receive FIFO.

There are at least 8 or 16 dwords of data space |eft in the system memory buffer.

The MWI enable bit in the PCI configuration command register, bit 4, should is set to 1b.
The MWI enable bit in the LAN Controller Configure command should is set to 1b.

o g A~ WD

If any one of the above conditions does not hold, the LAN Controller will use the MW command.
If aMWI cycle has started and one of the conditionsisno longer valid (for example, the data space
in the memory buffer is now lessthan CLS), then the LAN Controller terminates the MWI cycle at
the end of the cache line. The next cycle will be either aMW or MWI cycle depending on the
conditions listed above.

If the LAN Controller started aMW cycle and reached a cache line boundary, it either continues or
terminates the cycle depending on the terminate write on cache line configuration bit of the LAN
Controller Configure command (byte 3, bit 3). If thisbit is set, the LAN Controller terminates the
MW cycle and attempts to start anew cycle. The new cycleisaMWI cycleif thishit is set and al
of the above listed conditions are met. If the bit is not set, the LAN Controller continues the MW
cycle across the cache line boundary if required.

Read Align

The Read Align feature enhances the LAN Controller’s performance in cache line oriented
systems. In these particular systems, starting a PCI transaction on a non-cache line aligned address
may cause low performance.

In order to resolve this performance anomaly, the LAN Controller attempts to terminate transmit
DMA cycles on a cache line boundary and start the next transaction on a cache line aligned
address. Thisfeature is enabled when the read align enable bit is set in the LAN Controller
Configure command (byte 3, bit 2).
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If thisbit is set, the LAN Controller operates as follows:

¢ When the LAN Controller isamost out of resources on the transmit DMA (i.e., the transmit
FIFO isamost full), it attempts to terminate the read transaction on the nearest cache line
boundary when possible.

* When the arbitration counter’s feature is enabled (i.e., the Transmit DMA Maximum Byte
Count valueis set in the Configure command), the LAN Controller switches to other pending
DMAs on cache line boundary only.

Note the following:

¢ Thisfeatureis not recommended for use in non-cache line oriented systems since it may cause
shorter bursts and lower performance.

¢ Thisfeature should be used only when the CL S Register in PCI Configuration spaceisset to 8
or 16.

¢ TheLAN Controller reads all control data structures (including Receive Buffer Descriptors)
from the first dword (even if it is not required) in order to maintain cache line alignment.

Error Handling

Data Parity Errors. Asan initiator, the LAN Controller checks and detects data parity errors that
occur during atransaction. If the parity error response bit is set (PCI configuration command
register, bit 6), the LAN Controller also asserts PERR# and sets the data parity detected bit (PCI
configuration status register, bit 8). In addition, if the error was detected by the LAN Controller
during read cycles, it sets the detected parity error bit (PCI configuration status register, bit 15).

PCl Power Management

Enhanced support for the power management standard, PCI Local Bus Specification, Revision 2.2,
isprovided in the ICH3 integrated LAN Controller. The LAN Controller supports alarge set of
wake-up packets and the capability to wake the system from alow power state on alink status
change. The LAN Controller enables the host system to be in a sleep state and remain virtually
connected to the network.

After apower management event or link status change is detected, the LAN Controller will wake

the host system. The sections bel ow describe these events, the LAN Controller power states, and
estimated power consumption at each power state.
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Power States

The LAN Controller contains power management registers for PCI, and implementsall four power
states as defined in the Power Management Network Device Class Reference Specification,
Revision 1.0. The four states, DO through D3, vary from maximum power consumption at DO to the
minimum power consumption at D3. PCI transactions are only allowed in the DO state, except for
host accesses to the LAN Controller’s PCI configuration registers. The D1 and D2 power
management states enable intermediate power savings while providing the system wake-up
capabilities. In the D3 cold state, the LAN Controller can provide wake-up capabilities. Wake-up
indications from the LAN Controller are provided by the Power Management Event (PME#)
signal.

* DO Power State

As defined in the Network Device Class Reference Specification, the deviceisfully functional
in the DO power state. In this state, the LAN Controller receives full power and should be
providing full functionality. In the LAN Controller the DO state is partitioned into two
substates, DO Uninitialized (DOu) and DO Active (D0a).

DOuisthe LAN Controller’sinitial power state following a PCl RST#. Whilein the DOu state,
the LAN Controller has PCI slave functionality to support its initialization by the host and
supports Wake on LAN mode. Initialization of the CSR, Memory, or I/O base address registers
in the PCI Configuration space switches the LAN Controller from the DOu state to the DOa
state.

In the DOa state, the LAN Controller providesits full functionality and consumes its nominal
power. In addition, the LAN Controller supports wake on link status change (see

Section 5.2.3.5). Whileit isactive, the LAN Controller requiresanominal PCI clock signal (in
other words, a clock frequency greater than 16 MHZz) for proper operation. The LAN
Controller supports adynamic standby mode. In thismode, the LAN Controller is ableto save
almost as much power asit does in the static power-down states. The transition to or from
standby is done dynamically by the LAN Controller and is transparent to the software.

D1 Power State

In order for a device to meet the D1 power state requirements, as specified in the Advanced
Configuration and Power Interface (ACPI) Specification, Revision 1.0, it must not allow bus
transmission or interrupts; however, bus reception is allowed. Therefore, device context may
be lost and the LAN Controller does not initiate any PCI activity. In this state, the LAN
Controller responds only to PCI accesses to its configuration space and system wake-up
events.

The LAN Controller retains link integrity and monitors the link for any wake-up events such
as wake-up packets or link status change. Following awake-up event, the LAN Controller
asserts the PME# signal .

D2 Power State

The ACPI D2 power stateis similar in functionality to the D1 power state. In addition to D1
functionality, the LAN Controller can provide alower power mode with wake-on-link status
change capahility. The LAN Controller may enter thismode if the link isdown whilethe LAN
Controller isin the D2 state. In this state, the LAN Controller monitorsthe link for atransition
from aninvalid to avalid link.

The sub-10 mA state dueto an invalid link can be enabled or disabled by a configuration bit in
the Power Management Driver Register (PMDR). The LAN Controller will consumein D2
<10 mA regardless of the link status. It isthe LAN Connect component that consumes much
less power during link down, hence LAN Controller in this state can consume <10 mA.

D3 Power State

In the D3 power state, the LAN Controller has the same capabilities and consumes the same
amount of power asit doesin the D2 state. However, it enables the PCI system to bein the B3
state. If the PCI system isin the B3 state (in other words, no PCI power is present), the LAN
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Controller provides wake-up capabilities. If PME is disabled, the LAN Controller does not
provide wake-up capability or maintain link integrity. In this mode the LAN Controller
consumes its minimal power.

The LAN Controller enables a system to be in a sub-5 Watt state (low power state) and still be
virtually connected. More specifically, the LAN Controller supports full wake-up capabilities
whileitisin the D3 cold state. The LAN Controller isin the ICH3 resume well, and thusis
connected to an auxiliary power source (V AUX), which enables it to provide wake-up
functionality while the PCI power is off.

PCI Reset Signal

The PCIRST# signal may be activated in one of the following cases:

* During S3-S5 states
¢ Dueto aCF9h reset

If PME# is enabled (in the PCI power management registers), PCIRST# assertion does not affect
any PME# related circuits (in other words, PCI power management registers and the wake-up
packet would not be affected). While PCIRST# is active, the LAN Controller ignores other PCI
signals. The configuration of the LAN Controller registers associated with ACPI wake eventsis not
affected by PCIRST#.

Theintegrated LAN Controller uses the PCIRST# or the PWROK signal as an indication to ignore
the PCI interface. Following the deassertion of PCIRST#, the LAN Controller PCI Configuration
Space, MAC configuration, and memory structure are initialized while preserving the PME# signal
and its context.

Wake-Up Events

There are two types of wake-up events: “Interesting” Packets and Link Status Change. These two
events are detailed below.

If the Wake on LAN bit in the EEPROM is not set, wake-up events are supported only if the PME
enable bit in the Power Management Control/Status Register (PMCSR) is set. However, if the
Wake on LAN hit in the EEPROM is set, and Wake on Magic Packet* or Wake on Link Status
Change are enabled, the power management enable bit isignored with respect to these events. In
the latter case, PME# would be asserted by these events.

“Interesting” Packet Event

In the power-down state, the LAN Controller is capable of recognizing “interesting” packets. The
LAN Controller supports pre-defined and programmable packets that can be defined as any of the
following:

* ARP Packets (with Multiple IP addresses)

¢ Direct Packets (with or without type qualification)

* Magic Packet

* Neighbor Discovery Multicast Address Packet (‘ ARP' in IPv6 environment)

* NetBIOS over TCP/IP (NBT) Query Packet (under 1Pv4)

* Internetwork Package Exchange* (1PX) Diagnostic Packet

Thisallowsthe LAN Controller to handle various packet types. In general, the LAN Controller
supports programmable filtering of any packet in the first 128 bytes.
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When the LAN Controller isin one of the low power states, it searches for a predefined patternin
the first 128 bytes of the incoming packets. The only exception is the Magic Packet, which is
scanned for the entire frame. The LAN Controller will classify the incoming packets as one of the
following categories:

¢ No Match: The LAN Controller discards the packet and continues to process the incoming
packets.

* TCO Packet: The LAN Controller implements perfect filtering of TCO packets. After aTCO
packet is processed, the LAN Controller isready for the next incoming packet. TCO packets
aretreated as any other wake-up packet and may assert the PME# signal if configured to do so.

¢ Wake-Up Packet: The LAN Controller is capable of recognizing and storing the first 128
bytes of awake-up packet. If awake-up packet islarger than 128 bytes, itstail is discarded by
the LAN Controller. After the system is fully powered-up, software has the ability to
determine the cause of the wake-up event viathe PMDR and dump the stored data to the host
memory.

Magic Packets are an exception. The Magic Packets may cause a power management event
and set an indication bit in the PMDR; however, it is not stored by the LAN Controller for use
by the system when it is woken up.

Link Status Change Event

The LAN Controller link status indication circuit is capable of issuing aPME on alink status

change from avalid link to an invalid link condition or vice versa. The LAN Controller reports a
PME link status event in all power states. If the Wake on LAN bit in the EEPROM is not set, the
PME# signal is gated by the PME enable bit in the PMCSR and the CSMA Configure command.

Wake on LAN* (Preboot Wake-Up)

The LAN Controller enters Wake on LAN mode after reset if the Wake on LAN bit in the
EEPROM is set. At this point, the LAN Controller isin the DOu state.

When the LAN Controller isin Wake on LAN mode:

¢ The LAN Controller scansincoming packets for a Magic Packet and asserts the PME# signal
for 52 mswhen aoneis detected in Wake on LAN mode.

* TheActivity LED changesits functionality to indicates that the received frame passed
Individual Address (1A) filtering or broadcast filtering.

* The PCI configuration registers are accessible to the host.

The LAN Controller switches from Wake on LAN mode to the DOa power state following a setup
of the Memory or 1/0 base address registersin the PCl Configuration space.

Intel® 82801CA ICH3-S Datasheet 81



Functional Description intel
@

5.2.4

Serial EEPROM Interface

The serial EEPROM stores configuration data for the ICH3 integrated LAN Controller and isa
serial in/seria out device. The LAN Controller supports a 64-register or 256-register size
EEPROM and automatically detects the EEPROM’s size. The EEPROM should operate at a
frequency of at least 1 MHz.

All accesses, either read or write, are preceded by a command instruction to the device. The
addressfield is six bits for a 64-register EEPROM or eight bits for a 256-register EEPROM. The
end of the address field isindicated by a dummy zero bit from the EEPROM, which indicates the
entire address field has been transferred to the device. An EEPROM read instruction waveform is
shown in Figure 5-5.

Figure 5-5. 64-Word EEPROM Read Instruction Waveform
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The LAN Controller performs an automatic read of seven words (Oh, 1h, 2h, Ah, Bh, Ch and Dh) of
the EEPROM after the deassertion of Reset.

CSMA/CD Unit

The ICH3 integrated LAN Controller CSMA/CD unit implements both the | EEE 802.3 Ethernet
10 Mbps and |EEE 802.3u Fast Ethernet 100 Mbps standards. It also supports the 1 Mbps Home
Phone line Networking Alliance (HomePNA*) specification effort. It performs all the CSMA/CD
protocol functions such as transmission, reception, collision handling, etc. The LAN Controller
CSMA/CD unit interfaces to the 82562ET/EM 10/100 Mbps Ethernet or the 82562EH 1 Mbps
HomePNA*-compliant LAN Connect component through the ICH3's LAN Connect interface
signals.
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5.25.2

5.25.3

5.254

Functional Description

Full Duplex

When operating in full-duplex mode the LAN Controller can transmit and receive frames
simultaneously. Transmission starts regardless of the state of the internal receive path. Reception
starts when the LAN Connect component detects avalid frame on its receive differential pair. The
ICH3 integrated LAN Controller also supports the |EEE 802.3x flow control standard, when in
full-duplex mode.

The LAN Controller operatesin either half-duplex mode or full-duplex mode. For proper
operation, both the LAN Controller CSMA/CD modul e and the discrete LAN Connect component
must be set to the same duplex mode. The CSMA duplex mode is set by the LAN Controller
Configure command or forced by automatically tracking the mode in the LAN Connect
component. Following reset, the CSMA will default to automatically track the LAN Connect
component duplex mode.

The selection of duplex operation (full or half) and flow control isdonein two levels: MAC and
LAN Connect.

Flow Control

The LAN Controller supports |EEE 802.3x frame based flow control frames only in both full
duplex and half duplex switched environments. The LAN Controller flow control feature is not
intended to be used in shared media environments.

Flow control is optional in full-duplex mode and is selected through software configuration. There
are three modes of flow control that can be selected: frame-based transmit flow control, frame-
based receive flow control, and none.

Address Filtering Modifications

The LAN Controller can be configured to ignore one bit when checking for its Individual Address
(IA) on incoming receive frames. The address bit, known as the Upper/Lower (U/L) bit, isthe
second least significant bit of the first byte of the |A. This bit may be used, in some cases, as a
priority indication bit. When configured to do so, the LAN Controller passes any frame that
matches all other 47 address bits of its |A, regardiess of the U/L bit value.

This configuration only affectsthe LAN Controller specific IA and not multicast, multi-1A or
broadcast address filtering. The LAN Controller does not attribute any priority to frames with this
bit set, it simply passes them to memory regardless of this bit.

VLAN Support

The LAN Controller supports the IEEE 802.1 standard VLAN. All VLAN flowswill be
implemented by software. The LAN Controller supports the reception of long frames, specifically
frames longer than 1518 bytes, including the CRC, if software sets the long receive OK bit in the
Configuration command. Otherwise, “long” frames are discarded.
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5.2.6

5.2.7

5.2.7.1

5.2.7.2

Note:

84

Media Management Interface

The management interface allows the processor to control the LAN Connect component viaa
control register in the ICH3 integrated LAN Controller. Thisallowsthe software driver to place the
LAN Connect in specific modes such as full duplex, loopback, power down, etc., without the need
for specific hardware pinsto select the desired mode. This structure allows the LAN Controller to
query the LAN Connect component for status of the link. This register isthe MDI control register
and resides at offset 10h in the LAN Controller CSR. The MDI registers reside within the LAN
Connect component, and are described in detail in the LAN Connect component’s datasheet. The
processor writes commands to this register and the LAN Controller reads or writes the control/
status parameters to the LAN Connect component through the MDI register.

TCO Functionality

The ICH3 integrated LAN controller supports management communication to reduce Total Cost of
Ownership (TCO). It has a System Management Bus (SMB) on which the LAN controller isa
slave device. The SMB isused as an interface between the LAN controller and the integrated host
controller. An EEPROM of 256 words s required to support the heartbeat command.

Receive Functionality

In the power-up state, the LAN controller transfers TCO packets to the host as any other packet.
These packets include a new status indication bit in the Receive Frame Descriptor (RFD) status
register and have a specific port number indicating TCO packet recognition. In the power-down
state, the TCO packets are treated as wake-up packets. The ICH3 integrated LAN controller asserts
the PME# signal and delivers the first 120 bytes of the packet to the host.

Transmit Functionality

ThelCH3 integrated LAN controller supportsthe Heartbeat (HB) Transmission command from the
SMB interface. The send HB Packet command includes a system health statusissued by the
integrated system controller. The LAN controller computes a matched checksum and CRC and will
transmit the HB packet from its serial EEPROM. The HB packet size and structure are not limited
aslong asit fits within the EEPROM size. In this case, the EEPROM size is 256 words to enable
the storage of the HB packet (the first 64 words are used for driver specific data).

On the SMB, the send Heartbeat Packet command is not normally used in the DO power state. The
one exception in which it is used in the DO state is when the system is hung. In normal operating
mode, the heartbeat packets are transmitted through the ICH3 integrated LAN controller software
similar to other packets.
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Functional Description

LPC Bridge (w/ System and Management Functions)

(D31:F0)

The LPC Bridge function of the ICH3 resides in PCI Device 31:Function 0. In addition to the LPC
bridge function, D31:FO0 contains other functional unitsincluding DMA, Interrupt Controllers,

Timers, Power Management, System Management, GPIO, and RTC. In this chapter, registers and

functions associated with other functional units (power management, GPIO, USB, IDE, €etc.) are
described in their respective Sections.

LPC Interface

The ICH3 implements an LPC I/F as described in the Low Pin Count (LPC) Interface
Soecification, Revision 1.0. The LPC I/F to the ICH3 is shown in Figure 5-6. Note that the ICH3

implements all of the signals that are shown as optional, but peripherals are not required to do so.

Figure 5-6. LPC Interface Diagram
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5.3.1.1 LPC Cycle Types

The ICH3 implements all of the cycle types described in the Low Pin Count (LPC) Interface
Foecification, Revision 1.0. Table 5-2 shows the cycle types supported by the ICH3.

Table 5-2. LPC Cycle Types Supported

Cycle Type Comment
Memory Read Single: 1 byte only
Memory Write Single: 1 byte only

1 byte only. ICH3 breaks up 16- and 32-bit processor cycles into multiple 8-bit

VO Read transfers. See Note 1 below.
/O Write 1 byte only. ICH3 breaks up 16- and 32-bit processor cycles into multiple 8-bit
transfers. See Note 1 below.
DMA Read Can be 1, or 2 bytes
DMA Write Can be 1, or 2 bytes

Bus Master Read Can be 1, 2, or 4 bytes. (See Note 2 below)

Bus Master Write Can be 1, 2, or 4 bytes. (See Note 2 below)

NOTES:

1. For memory cycles below 16 MB which do not target enabled FWH ranges, the ICH3 will perform standard
LPC memory cycles. It will only attempt 8-bit transfers. If the cycle appears on PCI as a 16-bit transfer, it will
appear as two consecutive 8-bit transfers on LPC. Likewise, if the cycle appears as a 32-bit transfer on PCI,
it will appear as four consecutive 8-bit transfers on LPC. If the cycle is not claimed by any peripheral, it will be
subsequently aborted, and the ICH3 will return a value of all 1s to the processor. This is done to maintain
compatibility with ISA memory cycles where pull-up resistors would keep the bus high if no device responds.

2. Bus Master Read or Write cycles must be naturally aligned. For example, a 1-byte transfer can be to any
address. However, the 2-byte transfer must be word aligned (i.e., with an address where A0=0). A dword
transfer must be dword aligned (i.e., with an address where Aland AO are both 0)

5.3.1.2 Start Field Definition

Table 5-3. Start Field Bit Definitions

EBr:::So[gn?]g Definition
0000 Start of cycle for a generic target.
0010 Grant for bus master 0.
0011 Grant for bus master 1.
1111 Stop/Abort: End of a cycle for a target.

NOTE: All other encodings are Reserved.
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5.3.1.3 Cycle Type / Direction (CYCTYPE + DIR)

The ICH3 will alwaysdrive bit O of thisfield to 0. Peripherals running bus master cycles must also
drive bit 0 to 0. Table 5-4 shows the valid bit encodings.

Table 5-4. Cycle Type Bit Definitions

Bits[3:2] Bit[1] Definition
00 0 1/0O Read
00 1 1/0 Write
01 0 Memory Read
01 1 Memory Write
10 0 DMA Read
10 1 DMA Write
11 . ReserV(_ed. If a peripheral performing a bus master cycle generates this value, the
ICH3 will abort the cycle.

5.3.14 SIZE
Bitg[3:2] are reserved. The ICH3 will always drive them to 00. Peripheral s running bus master
cycles are also supposed to drive 00 for bits 3:2; however, the ICH3 will ignore those bits.
Table 5-5 shows the encoding for Bitg[1:0].

Table 5-5. Transfer Size Bit Definition

Bits[1:0] Size
00 8-bit transfer (1 byte)
01 16-bit transfer (2 bytes)
10 Reservgd. The_ ICH3 never drives this combination. If a peripheral running a bus master
cycle drives this combination, the ICH3 may abort the transfer.
11 32-bit transfer (4 bytes)
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5315 SYNC
Valid values for the SYNC field are shown in Table 5-6.

Table 5-6. SYNC Bit Definition

Bits[3:0] Indication

Ready: SYNC achieved with no error. For DMA transfers, this also indicates DMA request
0000 - )
deassertion and no more transfers desired for that channel.

0101 Short Wait: Part indicating wait-states. For bus master cycles, the ICH3 will not use this
encoding. It will instead use the Long Wait encoding (see next encoding below).

0110 Long Wait: Part indicating wait-states, and many wait-states will be added. This encoding driven
by the ICH3 for bus master cycles, rather than the Short Wait (0101).

Ready More (Used only by peripheral for DMA cycle): SYNC achieved with no error and more
1001 DMA transfers desired to continue after this transfer. This value is valid only on DMA transfers
and is not allowed for any other type of cycle.

Error: Sync achieved with error. This is generally used to replace the SERR# or IOCHK# signal
1010 on the PCI/ISA bus. It indicates that the de_lta ?s to be transferred, but t_herg is a serious error in this
transfer. For DMA transfers, this not only indicates an error, but also indicates DMA request
deassertion and no more transfers desired for that channel.

NOTE: All other combinations are Reserved.

5.3.1.6 SYNC Time-out

There are several error cases that can occur on the LPC I/F. Table 5-7 identifies the failing cases
and the ICH3 responses.

Table 5-7. Intel® ICH3 Response to Sync Failures

Possible Sync Failure Intel® ICH3 Response

ICH3 starts a Memory, 1/0, or DMA cycle, but no device drives a valid SYNC
after four consecutive clocks. This could occur if the processor tries to access
an /0 location to which no device is mapped.

ICH3 aborts the cycle after
the fourth clock.

ICH3 drives a Memory, /O, or DMA cycle, and a peripheral drives more than
eight consecutive valid SYNC to insert wait-states using the Short (0101b) Continues waiting
encoding for SYNC. This could occur if the peripheral is not operating properly.

ICHS3 starts a Memory, /O, or DMA cycle, and a peripheral drives an invalid ICH3 aborts the cycle when
SYNC pattern. This could occur if the peripheral is not operating properly or if the invalid Sync is
there is excessive noise on the LPC I/F. recognized.

There may be other peripheral failure conditions; however, these are not handled by the ICHS.
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5.3.1.8

Functional Description

SYNC Error Indication

The SYNC protocol alows the peripheral to report an error viathe LAD[3:0] = 1010b encoding.
Theintent of this encoding isto give peripherals a method of communicating errors to aid higher
layers with more robust error recovery.

If the ICH3 was reading data from a peripheral, datawill still be transferred in the next two nibbles.
Thisdata may beinvalid, but it must be transferred by the peripheral. If the ICH3 was writing data
to the peripheral, the data had already been transferred.

In the case of multiple byte cycles, such as for memory and DMA cycles, an error SYNC
terminates the cycle. Therefore, if the ICH3 is transferring 4 bytes from adevice, if the device
returns the error SYNC in the first byte, the other three bytes will not be transferred.

Upon recognizing the SYNC field indicating an error, the ICH3 will treat this the same as | OCHK#
going active on the ISA bus.

LFRAME# Usage

Start of Cycle

For Memory, I/0, and DMA cycles, the ICH3 asserts LFRAME# for 1 clock at the beginning of the
cycle (Figure 5-7). During that clock, the ICH3 drives LAD[3:0] with the proper START field.

Figure 5-7. Typical Timing for LFRAME#
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Intel® 82801CA ICH3-S Datasheet 89



Functional Description intel
@

Abort Mechanism

When performing an Abort, the ICH3 drives LFRAME# active for four consecutive clocks. On the
fourth clock, it drives LAD[3:0] to 1111b.

Figure 5-8. Abort Mechanism

5.3.1.9

Note:
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Note:
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The ICH3 performs an abort for the following cases (possible failure cases):
* |ICH3 startsamemory, 1/0O, or DMA cycle, but no device drivesavalid SYNC after four
consecutive clocks.
¢ |CH3 startsamemory, I/O, or DMA cycle, and the peripheral drives aninvalid SYNC pattern.
* A periphera drives anillegal address when performing bus master cycles.
* A periphera drivesan invalid value.

I/O Cycles

For 1/0 cycles targeting registers specified in the ICH3's decode ranges, the ICH3 performs 1/0O
cycles as defined in the LPC specification. These will be 8-hit transfers. If the processor attempts a
16-bit or 32-bit transfer, the ICH3 breaks the cycle up into multiple 8-bit transfers to consecutive
I/O addresses.

If the cycle is not claimed by any peripheral (and subsequently aborted), the ICH3 returns a value
of al 1s (FFh) to the processor. Thisisto maintain compatibility with ISA 1/0 cycleswhere pull-up
resistors would keep the bus high if no device responds.

Bus Master Cycles
The ICH3 supports Bus Master cycles and requests (using LDRQ#) as defined in the LPC

specification. The ICH3 has two LDRQ# inputs, and thus supports two separate bus master
devices. It uses the associated START fields for Bus Master 0 (0010b) or Bus Master 1 (0011b).

The ICH3 does not support L PC Bus Masters performing 1/0 cycles. LPC Bus Masters should only
perform memory read or memory write cycles.
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5.3.1.12

5.4

Note:

Functional Description

LPC Power Management

LPCPD# Protocol

Sametimingsasfor SUS _STAT#. Upon driving SUS_STAT# low, L PC peripherals drives LDRQ#
low or tri-state it. The ICH3 shuts off the LDRQ# input buffers. After driving SUS_STAT# active,
the ICH3 drives LFRAME# low and tri-states (or drive low) LAD[3:0].

Configuration and Intel® ICH3 Implications

LPC I/F Decoders

To alow the /O cycles and memory mapped cyclesto go to the LPC I/F, the ICH3 includes several
decoders. During configuration, the ICH3 must be programmed with the same decode ranges asthe
peripheral. The decoders are programmed via the Device 31:Function O configuration space.

The ICH3 can not accept PCI write cycles from PCI-to-PCI bridges or devices with similar
characteristics (specifically those with a“Retry Read” feature which is enabled) to an LPC device
if thereis an outstanding LPC read cycle towards the same PCI device or bridge. These cycles are
not part of normal system operation, but may be encountered as part of platform validation testing
using custom test fixtures.

Bus Master Device Mapping and START Fields

Bus Masters must have a unique START field. In the case of the ICH3 that supports 2 LPC bus
masters, it will drive 0010 for the START field for grants to bus master #0 (requested via
LDRQ[0]#) and 0011 for grantsto bus master #1 (requested viaLDRQ[1]#.). Thus, no registersare
needed to configure the START fields for a particular bus master.

DMA Operation (D31:FO0)

The ICH3 supports two types of DMA: LPC and PC/PCI. DMA viaLPC issimilar to ISA DMA.
LPC DMA and PC/PCI DMA usethe ICH3'sDMA controller.

The DMA controller has registers that are fixed in the lower 64 KB of 1/0 space.

The DMA controller is configured using registers in the PCI configuration space. These registers
allow configuration of individua channels for use by LPC or PC/PCI DMA.

The DMA circuitry incorporates the functionality of two 82C37 DMA controllers with seven
independently programmable channels (Figure 5-9). DMA Controller 1 (DMA-1) corresponds to
DMA Channels0-3 and DMA Controller 2 (DMA-2) correspondsto Channels 5-7. DMA Channel
4 is used to cascade the two controllers and will default to cascade mode in the DMA Channel
Mode (DCM) Register. Channel 4 is not available for any other purpose. In addition to accepting
requests from DMA slaves, the DMA controller also responds to requests that software initiates.
Software may initiate a DMA service request by setting any bit in the DMA Channel Request
Register toa 1.
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Figure 5-9. Intel® ICH3 DMA Controller

5.4.1

54.1.1
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Each DMA channel is hardwired to the compatible settings for DMA device size: channels[3:0]
are hardwired to 8-bit, count-by-bytes transfers; channels [7:5] are hardwired to 16-bit, count-by-
words (address shifted) transfers.

ICH3 provides 24-bit addressing in compliance with the | SA-Compatible specification. Each
channel includes a 16-bit | SA-compatible current register which holds the 16 least-significant bits
of the 24-bit address, an | SA-compatible page register which contains the eight next most
significant bits of address.

The DMA controller also features refresh address generation, and autoinitialization following a
DMA termination.

Channel Priority

For priority resolution, the DMA consists of two logical channel groups: channels 0-3 and
channels 4-7. Each group may be in either fixed or rotate mode, as determined by the DMA
Command Register.

DMA 1/0 slaves normally assert their DREQ line to arbitrate for DMA service. However, a
software request for DMA service can be presented through each channel's DMA request register.
A software request is subject to the same prioritization as any hardware request. Please see the
detailed register description for request register programming information in the DMA register
description section.

Fixed Priority

Theinitial fixed priority structure is as follows:
High priority Low priority
0,1,2,3) (5,6,7)

The fixed priority ordering is0, 1, 2, 3, 5, 6, and 7. In this scheme, Channel 0 has the highest
priority, and channel 7 has the lowest priority. Channels [3:0] of DMA-1 assume the priority
position of Channel 4in DMA-2, thus taking priority over channels 5, 6, and 7.
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5.4.2

5.4.3

5.4.3.1

Table 5-8.

Table 5-9.

Intel® 82801CA

Functional Description

Rotating Priority

Rotation allows for “fairness’ in priority resolution. The priority chain rotates so that the last
channel serviced is assigned the lowest priority in the channel group (0-3, 5-7).

Channels 0-3 rotate as a group of 4. They are always placed between Channel 5 and Channel 7 in
the priority list.

Channel 5-7 rotate as part of agroup of 4. That is, channels (5-7) form the first three positionsin
the rotation, while channel group (0-3) comprises the fourth position in the arbitration.

Address Compatibility Mode

Whenever the DMA is operating, the addresses do not increment or decrement through the high-
and low-page registers. Therefore, if a 24-bit address is 01FFFFh and increments, the next address
will be 010000h, not 020000h. Similarly, if a 24-bit address is 020000h and decrements, the next
address will be 02FFFFh, not 01FFFFh. Thisis compatible with the 82C37 and page register
implementation used in the PC-AT. Thismode is set after CPURST isvalid.

Summary of DMA Transfer Sizes

Table 5-8 lists each of the DMA device transfer sizes. The column labeled “ Current Byte/\Word
Count Register” indicates that the register contents represents either the number of bytesto transfer
or the number of 16-bit words to transfer. The column labeled “ Current Address | ncrement/
Decrement” indicates the number added to or taken from the current address register after each
DMA transfer cycle. The DMA channel mode register determinesif the current address register
will be incremented or decremented.

Address Shifting When Programmed for 16-Bit I/O Count by Words

DMA Transfer Size

DMA Device Date Size And Word Count CurrentByte_/\Nord Count Current Address
Register Increment/Decrement
8-Bit I/0, Count By Bytes Bytes 1
16-Bit I/O, Count By Words (Address Shifted) Words 1

The ICH3 maintains compatibility with the implementation of the DMA in the PC AT that used the
82C37. The DMA shifts the addresses for transfers to/from a 16-bit device count-by-words. Note
that the least significant bit of the low-page register is dropped in 16-bit shifted mode. When
programming the current address register (when the DMA channel isin this mode), the Current
Address must be programmed to an even address with the address value shifted right by one hit.
The address shifting is shown in Table 5-9.

Address Shifting in 16-Bit I/O DMA Transfers

Output 8-Bit /0 Programmed Address 16-Bit /O Programmed Address
Address (Ch 0-3) (Ch 5-7)
(Shifted)
A0 A0 0
A[16:1] A[16:1] A[15:0]
A[23:17] A[23:17] A[23:17]
NOTE: The least significant bit of the page register is dropped in 16-bit shifted mode.
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5.4.4

5.4.5

5.45.1

5.45.2

5.45.3
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Autoinitialize

By programming a bit in the DMA channel mode register, achannel may be set up as an
autoinitialize channel. When a channel undergoes autoinitialization, the original values of the
current page, current address and current byte/word count registers are automatically restored from
the base page, address, and byte/word count registers of that channel following TC. The base
registers are loaded simultaneously with the current registers by the microprocessor when the
DMA channel is programmed and remain unchanged throughout the DMA service. The mask bit is
not set when the channel isin autoinitialize. Following autoinitialize, the channel isready to
perform another DMA service, without processor intervention, as soon asavalid DREQ is
detected.

Software Commands

There are three additional specia software commands that the DMA controller can execute. The
three software commands are:

1. Clear Byte Pointer Flip-Flop
2. Master Clear
3. Clear Mask Register

They do not depend on any specific bit pattern on the data bus.

Clear Byte Pointer Flip-Flop

This command is executed prior to writing or reading new address or word count information to/
from the DMA controller. Thisinitializes the flip-flop to aknown state so that subsequent accesses
to register contents by the microprocessor will address upper and lower bytesin the correct
sequence.

When the host processor is reading or writing DMA registers, two byte pointer flip-flops are used;

one for channels 0-3 and one for channels 4-7. Both of these act independently. There are separate
software commands for clearing each of them (OCh for channels 03, 0D8h for channels 4-7).

DMA Master Clear

This software instruction has the same effect as the hardware reset. The command, status, request,
and internal first/last flip-flop registers are cleared and the mask register is set. The DMA
controller will enter theidle cycle.

There are two independent master clear commands; ODh which acts on channels 0-3, and ODAh
which acts on channels 4—7.

Clear Mask Register

This command clears the mask bits of all four channels, enabling them to accept DMA requests.
1/O port 00Eh is used for channels 0-3 and 1/0 port ODCh is used for channels 4-7.
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PClI DMA

The ICH3 provides support for the PC/PCI DMA protocol. PC/PCI DMA uses dedicated
REQUEST and GRANT signalsto permit PCI devicesto request transfers associated with specific
DMA channels. Upon receiving arequest and getting control of the PCI bus, ICH3 performs atwo-
cycle transfer. For example, if dataisto be moved from the periphera to main memory, ICH3 will
first read data from the periphera and then write it to main memory. The location in main memory
is the current address registers in the Intel® 8237.

|CH3 supports up to 2 PC/PCI REQ/GNT pairs, REQ[A:B]# and GNT[A:B]#. A 16-bit register is
included in the ICH3 Function 0 configuration space at offset 90h. It is divided into seven 2-bit
fields that are used to configure the 7 DMA channels.

Each DMA channel can be configured to one of two options:

* LPCDMA
* PC/PCI style DMA using the REQ/GNT signals

It is not possible for a particular DMA channel to be configured for more than one style of DMA;
however, the seven channels can be programmed independently. For example, channel 3 could be
set up for PC/PCI and channel 5 set up for LPC DMA.

The ICH3 REQ[A:B]# and GNT[A:B]# can be configured for support of a PC/PCI DMA
Expansion agent. The PCI DMA Expansion agent can then provide DMA service or ISA Bus
Master service using the ICH3 DMA controller. The REQ#/ GNT# pair must follow the PC/PCI
seria protocol described bel ow.

PCI DMA Expansion Protocol

The PCI expansion agent must support the PCI expansion Channel Passing Protocol defined in
Figure 5-10 for both the REQ# and GNT# pins.

Figure 5-10. DMA Serial Channel Passing Protocol

PCICLK

REQ#

GNT# \Start[ Bit0 l Bit2 \

The requesting device must encode the channel request information as shown above, where CHO—
CH?7 are one clock active high states representing DMA channel requests 0—7.

| CH3 encodes the granted channel on the GNT# line as shown above, where the bits have the same
meaning as shown in Figure 5-10. For example, the sequence [start, bit O, bit 1, bit 2]=[0,1,0,0]
grants DMA channel 1 to the requesting device, and the sequence [start, bit O, bit 1, bit 2]=[0,0,1,1]
grants DMA channel 6 to the requesting device.
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All PCI DMA expansion agents must use the channel passing protocol described in Figure 5-10.
They must also work as follows:

1. If aPCI DMA expansion agent has more than one request active, it must resend the request
serial protocol after one of the requests has been granted the bus and it has completed its
transfer. The expansion device should drive its REQ# inactive for two clocks and then transmit
the serial channel passing protocol again, even if there are no new requests from the PCI
expansion agent to ICH3. For example: If a PCl expansion agent had active requestsfor DMA
Channel 1 and Channel 5, it would pass this information to ICH3 through the expansion
channel passing protocol. If after receiving GNT# (assume for CH5) and having the device
finish its transfer (device stops driving request to PCI expansion agent) it would then need to
re-transmit the expansion channel passing protocol to inform ICH3 that DMA channel 1 was
still requesting the bus, even if that was the only request the expansion device had pending.

2. If aPCI DMA expansion agent has a request go inactive before ICH3 asserts GNT#, it must
resend the expansion channel passing protocol to update |CH3 with this new request
information. For example: If a PCI expansion agent has DMA channel 1 and 2 requests
pending it will send them serially to ICH3 using the expansion channel passing protocoal. If,
however, DMA channel 1 goes inactive into the expansion agent before the expansion agent
receives a GNT# from ICH3, the expansion agent MUST pull its REQ# line high for ONE
clock and resend the expansion channel passing information with only DMA channel 2 active.
Note that ICH3 does not do anything special to catch this case because a DREQ going inactive
before a DACK# isreceived is not allowed in the ISA DMA protocol and, therefore, does not
need to work properly in this protocol either. This requirement is needed to be able to support
Plug-n-Play 1SA devices that toggle DREQ# lines to determine if those lines are free in the
system.

3. If aPCl expansion agent has sent its serial request information and receives anew DMA
reguest before receiving GNT#, the agent must resend the serial request with the new request
active. For example: If a PCl expansion agent has already passed requests for DMA channel 1
and 2 and sees DREQ 3 active before a GNT isreceived, the device must pull its REQ# line
high for one clock and resend the expansion channel passing information with al three
channels active.

The three cases above require the following functionality in the PCI DMA expansion device:

1. Drive REQ# inactive for one clock to signal new request information.

2. Drive REQ# inactive for two clocksto signal that arequest that had been granted the bus has
goneinactive.

3. The REQ# and GNT# state machines must run independently and concurrently (i.e., aGNT#
could be received while in the middle of sending a serial REQ# or a GNT# could be active
while REQ# isinactive).
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PCI DMA Expansion Cycles

|CH3's support of the PC/PCI DMA Protocol currently consists of four types of cycles: Memory to
1/O, 1/0 to Memory, Verify, and | SA Master cycles. ISA Masters are supported through the use of a
DMA channel that has been programmed for cascade mode.

The DMA controller does atwo cycle transfer (aload followed by a store) as opposed to the ISA
“fly-by” cycle for PC/PCI DMA agents. The memory portion of the cycle generates a PCI memory
read or memory write bus cycle, its address representing the selected memory.

The /O portion of the DMA cycle generates a PCI 1/0 cycle to one of four I/O addresses
(Table 5-10). Note that these cycles must be qualified by an active GNT# signal to the requesting
device.

Table 5-10. DMA Cycle vs. I/O Address

5.5.3

5.5.4

DMA Cycle Type DMA I/O Address PCI Cycle Type

Normal 00h I/0O Read/Write

Normal TC 04h I/0 Read/Write
Verify 0COh I/O Read
Verify TC 0C4h I/0 Read

DMA Addresses

The memory portion of the cycle will generate a PCI memory read or memory write bus cycle, its
address representing the selected memory. The I/O portion of the DMA cycle will generate a PCI
I/0 cycle to one of the four 1/0O addresses listed in Table 5-10.

DMA Data Generation

The data generated by PC/PCI devices on I/O reads when they have an active GNT# ison the lower
two bytes of the PCI AD bus. Table 5-11 liststhe PCI pinsthat the data appears on for 8- and 16-hit
channels. Each /O read results in one memory write and each memory read resultsin one 1/O
write. If the I/O deviceis 8 bit, the ICH3 performs an 8-bit memory write. The ICH3 does not
assembl e the I/O read into a DWord for writing to memory. Similarly, the ICH3 does not
disassemble a DWord read from memory to the I/O device.

Table 5-11. PCI Data Bus vs. DMA I/O port size

PCI DMA 1/0 Port Size PCI Data Bus Connection
Byte AD[7:0]
Word ADI[15:0]
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5.5.5

DMA Byte Enable Generation

The byte enables generated by the ICH3 on 1/0O reads and writes must correspond to the size of the
I/O device. Table 5-12 defines the byte enables asserted for 8- and 16-bit DMA cycles.

Table 5-12. DMA I/O Cycle Width vs. BE[3:0]#

5.5.6

5.5.7

98

BE[3:0]# Description
1110b 8-bit DMA 1/O Cycle: Channels 0-3
1100b 16-bit DMA 1/O Cycle: Channels 5-7

NOTE: For verify cycles the value of the Byte Enables (BEs) is a “don’t care”.

DMA Cycle Termination

DMA cycles are terminated when aterminal count is reached in the DMA controller and the
channel is not in autoinitialize mode, or when the PC/PCI device deasserts its request. The PC/PCI
device must follow explicit rules when deasserting its request, or the ICH3 may not see it in time
and run an extra I/O and memory cycle.

The PC/PCI device must deassert its request 7 PCICLK s before it generates TRDY# on the 1/O
read or write cycle, or the ICH3 is alowed to generate another DMA cycle. For transfers to
memory, this means that the memory portion of the cycle will be run without an asserted PC/PCI

REQ¥.

LPC DMA

DMA on LPC is handled through the use of the LDRQ# lines from peripherals and special
encodings on LAD[3:0] from the host. Single, demand, verify, and increment modes are supported
on the LPC interface. Channels 0-3 are 8-bit channels. Channels 5-7 are 16-bit channels. Channel
4 isreserved as a generic bus master request.
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Asserting DMA Requests

Peripherals that need DMA service encode their requested channel number on the LDRQ# signal.

To simplify the protocol, each peripheral on the LPC I/F hasits own dedicated LDRQ# signal (they
may not be shared between two separate peripherals). The ICH3 has two LDRQ# inputs, alowing
at least two devicesto support DMA or bus mastering.

LDRQ# is synchronous with LCLK (PCI clock). As shown in Figure 5-11, the peripheral usesthe
following serial encoding sequence:

¢ Peripheral starts the sequence by asserting LDRQ# low (start bit). LDRQ# is high during idle
conditions.

* The next three bits contain the encoded DMA channel number (MSB first).

* Thenext bit (ACT) indicates whether the request for the indicated DMA channel is active or
inactive. The ACT bit will bea1 (high) to indicate if it isactiveand O (low) if it isinactive.
The case where ACT islow will berare, and isonly used to indicate that a previous request for
that channel is being abandoned.

¢ After the active/inactive indication, the LDRQ# signal must go high for at least 1 clock. After
that one clock, the LDRQ# signal can be brought low to the next encoding sequence.

If another DMA channel aso needs to request atransfer, another sequence can be sent on LDRQ#.
For example, if an encoded request is sent for channel 2 and then channel 3 needs atransfer before
the cycle for channel 2 isrun on the interface, the peripheral can send the encoded request for
channel 3. This allows multiple DMA agents behind an /O device to request use of the LPC
interface, and the 1/0O device does not need to self-arbitrate before sending the message.

Figure 5-11. DMA Request Assertion Through LDRQ#

5.5.9

g T s Y Y s Y s Y Y D O B B

LDRQ# >< ><

Start MSB LSB ACT Start

Abandoning DMA Requests

DMA Requests can be deasserted in two fashions: on error conditions by sending an LDRQ#
message with the “ACT” bit set to “0,” or normally through a SYNC field during the DMA
transfer. This section describes boundary conditions where the DMA request needs to be removed
prior to a data transfer.

There may be some specia cases where the peripheral desires to abandon a DMA transfer. The
most likely case of this occurring is due to afloppy disk controller which has overrun or underrun
its FIFO, or software stopping a device prematurely.

In these cases, the peripheral wishesto stop further DMA activity. It may do so by sending an

L DRQ# message with the ACT bit as“0.” However, sincethe DMA request was seen by the ICHS,
there is no guarantee that the cycle has not been granted and will shortly run on LPC. Therefore,
peripherals must take into account that aDMA cycle may still occur. The peripheral can choose not
to respond to this cycle, in which case the host will abort it, or it can choose to complete the cycle
normally with any random data.

This method of DMA deassertion should be prevented whenever possible, to limit boundary
conditions both on the ICH3 and the peripheral.
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55.10 General Flow of DMA Transfers

Arbitration for DMA channelsis performed through the 8237 within the host. Once the host has
won arbitration on behalf of aDMA channel assigned to LPC, it asserts LFRAME# on the LPC I/F
and begins the DMA transfer. The general flow for abasic DMA transfer is asfollows:

|CH3 starts transfer by asserting 0000b on LAD[3:0] with LFRAM E# asserted.
ICH3 asserts ‘ cycle type’ of DMA, direction based on DMA transfer direction.
| CH3 asserts channel number and, if applicable, terminal count.
ICH3 indicates the size of the transfer: 8 or 16 bits.
If aDMA read...
— TheICH3 drivesthefirst 8 bits of data and turns the bus around.
— The peripheral acknowledges the data with avalid SYNC.
— If a16-bit transfer, the process is repeated for the next 8 bits.
6. If aDMA write...
— The ICHS3 turns the bus around and waits for data.
— The peripheral indicates data ready through SYNC and transfers the first byte.
— If a16-bit transfer, the peripheral indicates data ready and transfers the next byte.
7. The peripheral turns around the bus.

a > 0 DN P

55.11 Terminal Count

Terminal count is communicated through LAD[3] on the same clock that DMA channel is
communicated on LAD[2:0]. Thisfield isthe CHANNEL field. Terminal count indicates the last
byte of transfer, based on the size of the transfer.

For example, on an 8-hit transfer size (SIZE field is00b), if the TC bit is set, then thisisthe last
byte. On a 16-bit transfer (SIZE field is 01b), if the TC bit is set, then the second byte isthe last
byte. The peripheral, therefore, must internalize the TC bit when the CHANNEL field is
communicated, and only signal TC when the last byte of that transfer size has been transferred.

5.5.12 Verify Mode

Verify mode is supported on the LPC interface. A verify transfer to the peripheral is similar to a
DMA write, where the peripheral istransferring data to main memory. The indication from the host
isthe same as aDMA write, so the peripheral will be driving data onto the LPC interface.
However, the host will not transfer this datainto main memory.
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DMA Request Deassertion

An end of transfer is communicated to the ICH3 through a special SYNC field transmitted by the
peripheral. An LPC device must not attempt to signal the end of a transfer by deasserting
LDREQ#. If aDMA transfer is several bytes, such as atransfer from a demand mode device, the
|CH3 needs to know when to deassert the DMA request based on the data currently being
transferred.

The DMA agent uses a SYNC encoding on each byte of data being transferred, which indicatesto
the ICH3 whether thisisthe last byte of transfer or if more bytes are requested. To indicate the last
byte of transfer, the peripheral usesa SY NC value of 0000b (ready with no error), or 1010b (ready
with error). These encodings tell the ICH3 that thisis the last piece of data transferred on a DMA
read (ICH3 to peripheral), or the byte which follows isthe last piece of data transferred on aDMA
write (peripheral to ICH3).

When the ICH3 sees one of these two encodings, it ends the DMA transfer after this byte and
deasserts the DMA request to the 8237. Therefore, if the ICH3 indicated a 16-bit transfer, the
peripheral can end the transfer after one byte by indicating a SYNC value of 0000b or 1010b. The
ICH3 will not attempt to transfer the second byte, and will deassert the DMA request internally.

If the peripheral indicates a 0000b or 1010b SY NC pattern on the last byte of the indicated size,
then the ICH3 will only deassert the DMA request to the 8237 since it does not need to end the
transfer.

If the peripheral wishesto keep the DMA request active, then it uses a SYNC value of 1001b
(ready plus more data). This tells the 8237 that more data bytes are requested after the current byte
has been transferred, so the ICH3 will keep the DMA reguest active to the 8237. Therefore, on an
8-hit transfer size, if the peripheral indicates a SYNC value of 1001b to the ICH3, the datawill be
transferred and the DMA request will remain active to the 8237. At alater time, the ICH3 will then
come back with another START-CY CTY PE-CHANNEL-SIZE etc. combination to initiate
another transfer to the peripheral.

The peripheral must not assume that the next START indication from the ICH3 is another grant to
the peripheral if it had indicated a SYNC value of 1001b. On asingle mode DMA device, the 8237
will re-arbitrate after every transfer. Only demand mode DMA devices can be guaranteed that they
will receive the next START indication from the ICH3.

Indicating a 0000b or 1010b encoding on the SYNC field of an odd byte of a 16-bit channel (first
byte of a 16-bit transfer) is an error condition.

The host will stop the transfer on the LPC bus asindicated, fill the upper byte with random data on
DMA writes (peripheral to memory), and indicate to the 8237 that the DMA transfer occurred,
incrementing the 8237's address and decrementing its byte count.
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5.5.14

5.6

5.6.1

5.6.2
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SYNC field / LDRQ# Rules

Since DMA transfers on LPC are requested through an L DRQ# assertion message, and are ended
through a SYNC field during the DMA transfer, the peripheral must obey the following rule when
initiating back-to-back transfers from a DMA channel.

The peripheral must not assert another message for eight LCLK s after a deassertion is indicated
through the SYNC field. Thisis needed to allow the 8237, which typically runs off a much slower
internal clock, to see a message deasserted before it is re-asserted so that it can arbitrate to the next

agent.

Under default operation, the host will only perform 8-bit transfers on 8-bit channels and 16-bit
transfers on 16-bit channels.

The method by which this communication between host and peripheral through system BIOS is
performed is beyond the scope of this specification. Since the LPC host and LPC peripheral are
motherboard devices, no “plug-n-play” registry is required.

The peripheral must not assume that the host will be able to perform transfer sizes that are larger
than the size allowed for the DMA channel, and be willing to accept a SIZE field that is smaller
than what it may currently have buffered.

To that end, it is recommended that future devices which may appear on the LPC bus, which
reguire higher bandwidth than 8-bit or 16-bit DMA allow, do so with abus mastering interface and
not rely on the 8237.

Intel® 8254 Timers (D31:F0)

The ICH3 contains three counters which have fixed uses. All registers and functions associated
with the 8254 timers are in the core well. The 8254 unit is clocked by a 14.31818 MHz clock.

Counter 0, System Timer

This counter functions as the system timer by controlling the state of IRQO and is typically
programmed for Mode 3 operation. The counter produces a square wave with a period equal to the
product of the counter period (838 ns) and the initial count value. The counter loads theinitial
count value one counter period after software writes the count value to the counter I/O address. The
counter initially asserts IRQO and decrements the count value by two each counter period. The
counter negates |RQO when the count value reaches 0. It then reloads the initial count value and
again decrementsthe initial count value by two each counter period. The counter then asserts IRQO
when the count value reaches O, reloads the initial count value, and repeats the cycle, alternately
asserting and negating IRQO.

Counter 1, Refresh Request Signal

This counter provides the refresh request signal and istypically programmed for Mode 2 operation.
The counter negates refresh request for one counter period (838 ns) during each count cycle. The
initial count value isloaded one counter period after being written to the counter 1/0 address. The
counter initially asserts refresh request, and negates it for 1 counter period when the count value
reaches 1. The counter then asserts refresh request and continues counting from the initial count
value.
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Functional Description

Counter 2, Speaker Tone

This counter provides the speaker tone and is typically programmed for Mode 3 operation. The
counter provides a speaker frequency equal to the counter clock frequency (1.193 MHz) divided by
theinitial count value. The speaker must be enabled by awrite to port 061h (see NMI Status and
Control ports).

Timer Programming

The counter/timers are programmed in the following fashion:
1. Write a control word to select a counter
2. Write aninitial count for that counter.

3. Load the least and/or most significant bytes (as required by Control Word bits 5, 4) of the
16-bit counter.

4. Repeat with other counters

Only two conventions need to be observed when programming the counters. First, for each counter,
the control word must be written before the initial count iswritten. Second, the initial count must

follow the count format specified in the control word (least significant byte only, most significant

byte only, or least significant byte and then most significant byte).

A new initial count may be written to a counter at any time without affecting the counter's
programmed mode. Counting will be affected as described in the mode definitions. The new count
must follow the programmed count format.

If a counter is programmed to read/write two-byte counts, the following precaution applies: A
program must not transfer control between writing the first and second byte to another routine
which also writesinto that same counter. Otherwise, the counter will be loaded with an incorrect
count.

The control word register at port 43h controls the operation of all three counters. Several
commands are available:

¢ Control Word Command. Specifies which counter to read or write, the operating mode, and
the count format (binary or BCD).

¢ Counter Latch Command. Latchesthe current count so that it can be read by the system. The
countdown process continues.

* Read Back Command. Reads the count value, programmed mode, the current state of the
OUT pins, and the state of the Null Count Flag of the selected counter.
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Table 5-13 lists the six operating modes for the interval counters.

Table 5-13. Counter Operating Modes

5.6.5

5.6.5.1

104

Note:

Mode Function Description

Output is 0. When count goes to 0, output goes to 1 and

0 Out signal on end of count (=0) stays at 1 until counter is reprogrammed.

Output is 0. When count goes to 0, output goes to 1 for

1 Hardware retriggerable one-shot one clock time.

Output is 1. Output goes to 0 for one clock time, then

2 Rate generator (divide by n counter) back to 1 and counter is reloaded.

Output is 1. Output goes to 0 when counter rolls over, and
3 Square wave output counter is reloaded. Output goes to 1 when counter rolls
over, and counter is reloaded, etc.

Output is 1. Output goes to 0 when count expires for one

4 Software triggered strobe clock time.

Output is 1. Output goes to 0 when count expires for one

5 Hardware triggered strobe clock time.

Reading from the Interval Timer

It is often desirable to read the value of a counter without disturbing the count in progress. There
are three methods for reading the counters: a ssimple read operation, Counter Latch command, and
the Read-Back command. Each is explained below.

With the simple read operation and Counter Latch command methods, the count must be read
according to the programmed format; specifically, if the counter is programmed for two byte

counts, two bytes must be read. The two bytes do not have to be read one right after the other.
Read, write, or programming operations for other counters may be inserted between them.

Simple Read

The first method isto perform asimple read operation. The counter is selected through port 40h
(counter 0), 41h (counter 1), or 42h (counter 2).

Performing adirect read from the counter will not return a determinate value, because the counting
process is asynchronous to read operations. However, in the case of counter 2, the count can be
stopped by writing to the GATE hit in port 61h.
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Functional Description

Counter Latch Command

The Counter Latch command, written to port 43h, latches the count of a specific counter at thetime
the command is received. This command is used to ensure that the count read from the counter is
accurate, particularly when reading a two-byte count. The count value is then read from each
counter's count register as was programmed by the control register.

The count isheld in the latch until it is read or the counter is reprogrammed. The count is then
unlatched. This allows reading the contents of the counters on the fly without affecting counting in
progress. Multiple Counter Latch commands may be used to latch more than one counter. Counter
Latch commands do not affect the programmed mode of the counter in any way.

If a Counter islatched and then, some time later, latched again before the count isread, the second
Counter Latch command isignored. The count read will be the count at the time the first Counter
Latch command was issued.

Read Back Command

The Read Back command, written to port 43h, latches the count value, programmed mode, and
current states of the OUT pin and Null Count flag of the selected counter or counters. The value of
the counter and its status may then be read by 1/0 access to the counter address.

The Read Back command may be used to latch multiple counter outputs at one time. This single
command is functionally equivalent to several counter latch commands, one for each counter
latched. Each counter's latched count is held until it is read or reprogrammed. Once read, a counter
is unlatched. The other counters remain latched until they are read. If multiple count Read Back
Commands are issued to the same counter without reading the count, all but the first are ignored.

The Read Back command may additionally be used to latch status information of selected counters.
The status of a counter is accessed by aread from that counter's 1/0 port address. If multiple
counter status latch operations are performed without reading the status, all but the first are
ignored.

Both count and status of the selected counters may be latched simultaneously. Thisis functionally
the same as issuing two consecutive, separate Read Back Commands. If multiple count and/or
status Read Back Commands are issued to the same counters without any intervening reads, all but
the first are ignored.

If both count and status of a counter are latched, the first read operation from that counter will
return the latched status, regardless of which was latched first. The next one or two reads,
depending on whether the counter is programmed for one or two type counts, return the latched
count. Subsequent reads return unlatched count.
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5.7

Intel® 8259 Interrupt Controllers (PIC) (D31:F0)

The ICH3 incorporates the functionality of two 8259 interrupt controllers that provide system
interrupts for the ISA compatible interrupts. These interrupts are: system timer, keyboard
controller, seria ports, parallel ports, floppy disk, IDE, mouse, and DMA channels. In addition,
thisinterrupt controller can support the PCI based interrupts, by mapping the PCI interrupt onto the
compatible ISA interrupt line. Each 8259 core supports 8 interrupts, numbered 0-7. Table 5-14
shows how the cores are connected.

Table 5-14. Interrupt Controller Core Connections

106

Intel® 8259 Im?ﬁi%sg Typi(?(l)lljr:é(-;rrupt Connected Pin / Function

0 Internal Internal Timer / Counter 0 output / MMT #0
1 Keyboard IRQ1 via SERIRQ
2 Internal Slave Controller INTR output
3 Serial Port A IRQ3 via SERIRQ

Master
4 Serial Port B IRQ4 via SERIRQ
5 Parallel Port / Generic IRQ5 via SERIRQ
6 Floppy Disk IRQ6 via SERIRQ
7 Parallel Port / Generic IRQ7 via SERIRQ
0 Internal Real Time Clock Internal RTC / MMT #1
1 Generic IRQ9 via SERIRQ
2 Generic IRQ10 via SERIRQ
3 Generic IRQ11 via SERIRQ

Slave 4 PS/2 Mouse IRQ12 via SERIRQ
5 Internal State Machine outpu;sbsaésrggn(?n processor FERR#
6 Primary IDE cable IRQ14 from inpu(t)slig)ng: glﬁ);nggr%/lgg in legacy mode
7| secondary IDE Cable | 'RQLS from input signal (secondary IDE inlegacy

The ICH3 cascades the slave controller onto the master controller through master controller
interrupt input 2. This means there are only 15 possible interrupts for the ICH3 PIC.

Interrupts can individually be programmed to be edge or level, except for IRQO, IRQ2, IRQ8#, and
IRQ13.

Note that previous PIIXn devices internally latched IRQ12 and IRQ1 and required a port 60h read

to clear the latch. The ICH3 can be programmed to latch IRQ12 or IRQ1 (see bit 11 and bit 12 in
the General Control Register, D31:F0, offset DOh).
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5.7.1 Interrupt Handling

5.7.1.1 Generating Interrupts

The PIC interrupt sequence involves three bits, from the IRR, ISR, and IMR, for each interrupt
level. These bits are used to determine the interrupt vector returned, and status of any other pending
interrupts. Table 5-15 definesthe IRR, ISR and IMR.

Table 5-15. Interrupt Status Registers

Bit

Description

IRR

Interrupt Request Register. This bit is set on a low to high transition of the interrupt line in edge
mode, and by an active high level in level mode. This bit is set whether or not the interrupt is
masked. However, a masked interrupt will not generate INTR.

ISR

Interrupt Service Register. This bit is set, and the corresponding IRR bit cleared, when an interrupt
acknowledge cycle is seen, and the vector returned is for that interrupt.

IMR

Interrupt Mask Register. This bit determines whether an interrupt is masked. Masked interrupts will
not generate INTR.

5.7.1.2 Acknowledging Interrupts

The processor generates an interrupt acknowledge cycle which istrandated by the host bridgeinto
a PCI Interrupt Acknowledge Cycle to the ICH3. The PIC translates this command into two
internal INTA# pul ses expected by the 8259 cores. The PIC uses the first internal INTA# pulse to
freeze the state of the interrupts for priority resolution. On the second INTA# pulse, the master or
slave will sends the interrupt vector to the processor with the acknowledged interrupt code. This
code is based upon bits [7:3] of the corresponding ICW2 Register, combined with three bits
representing the interrupt within that controller.

Table 5-16. Content of Interrupt Vector Byte

Master,Slave Interrupt Bits [7:3] Bits [2:0]
IRQ7,15 111
IRQ6,14 110
IRQ5,13 101
IRQ4,12 100

ICW2[7:3]
IRQ3,11 011
IRQ2,10 010
IRQ1,9 001
IRQO,8 000
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5.7.1.3

5.7.2
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Hardware/Software Interrupt Sequence

1

One or more of the Interrupt Request lines (IRQ) are raised high in edge mode, or seen highin
level mode, setting the corresponding IRR bit.

2. ThePIC sends INTR active to the processor if an asserted interrupt is not masked.

3. Theprocessor acknowledgesthe INTR and responds with an interrupt acknowledge cycle. The

cycleistrandated into a PCl interrupt acknowledge cycle by the host bridge. This command is
broadcast over PCI by the ICH3.

Upon observing its own interrupt acknowledge cycle on PCI, the ICH3 convertsit into the two
cyclesthat the internal 8259 pair can respond to. Each cycle appears as an interrupt
acknowledge pulse on the internal INTA# pin of the cascaded interrupt controllers.

Upon receiving the first internally generated INTA# pulse, the highest priority ISR bit is set
and the corresponding IRR hit is reset. On the trailing edge of the first pulse, aslave
identification code is broadcast by the master to the slave on a private, internal 3-bit wide bus.
The slave controller uses these bits to determineif it must respond with an interrupt vector
during the second INTA# pul se.

Upon receiving the second internally generated INTA# pulse, the PIC returns the interrupt
vector. If no interrupt request is present because the request was too short in duration, the PIC
will return vector 7 from the master controller.

This completes the interrupt cycle. In AEOI mode the ISR bit isreset at the end of the second
INTA# pulse. Otherwise, the ISR bit remains set until an appropriate EOl command is issued
at the end of the interrupt subroutine.

Initialization Command Words (ICWx)

Before operation can begin, each 8259 must be initialized. In the ICH3, thisisafour byte
sequence. The four initialization command words are referred to by their acronyms: ICW1, ICW?2,
ICW3, and ICW4.

The base address for each 8259 initialization command word is afixed location in the I/O memory
space: 20h for the master controller, and AGOh for the slave controller.

ICW1

An 1/O write to the master or slave controller base address with data bit 4 equal to 1 isinterpreted
asawriteto ICW1. Upon sensing this write, the ICH3 PIC expects three more byte writesto 21h
for the master controller, or Alh for the dave controller, to complete the ICW sequence.

A writeto ICW1 startsthe initialization sequence during which the following automatically occur:

1

o > w N

Following initialization, an interrupt request (IRQ) input must make alow-to-high transition to
generate an interrupt.

The Interrupt Mask Register is cleared.

IRQ7 input is assigned priority 7.

The dave mode addressis set to 7.

Special mask modeis cleared and Status Read is set to IRR.
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Functional Description

ICW2

The second write in the sequence, ICW2, is programmed to provide bits [7:3] of theinterrupt
vector that will be released during an interrupt acknowledge. A different base is selected for each
interrupt controller.

ICW3

The third write in the sequence, ICW3, has a different meaning for each controller.

* For the master controller, ICW3 is used to indicate which IRQ input line is used to cascade the
slave controller. Within the ICH3, IRQ2 is used. Therefore, bit 2 of ICW3 on the master
controller is set to a 1, and the other bits are set to Os.

¢ For the slave controller, ICW3 is the dave identification code used during an interrupt
acknowledge cycle. On interrupt acknowledge cycles, the master controller broadcasts a code
to the slave controller if the cascaded interrupt won arbitration on the master controller. The
slave controller compares this identification code to the value stored in its ICW3, and if it
matches, the slave controller assumes responsibility for broadcasting the interrupt vector.

ICW4

Thefinal write in the sequence, ICW4, must be programmed both controllers. At the very least, bit
0 must be set to a 1 to indicate that the controllers are operating in an Intel Architecture-based
system.

Operation Command Words (OCW)

These command words reprogram the interrupt controller to operate in various interrupt modes.
* OCW!1 masks and unmasks interrupt lines.

* OCW?2 controlsthe rotation of interrupt priorities when in rotating priority mode, and controls
the EOI function.

* OCWB3issets up ISR/IRR reads, enables/disables the special mask mode SMM, and enables/
disables polled interrupt mode.

Modes of Operation

Fully Nested Mode

In this mode, interrupt requests are ordered in priority from O through 7, with 0 being the highest.
When an interrupt is acknowledged, the highest priority request is determined and its vector placed
on the bus. Additionally, the ISR for the interrupt is set. This ISR bit remains set until: the
processor issues an EOl command immediately before returning from the service routine; or if in
AEOQI mode, on the trailing edge of the second INTA#. While the ISR bit is set, all further
interrupts of the same or lower priority are inhibited, while higher levels will generate another
interrupt.

Interrupt priorities can be changed in the rotating priority mode.
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5.7.4.2

5.7.4.3

5.7.4.4

5.7.4.5
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Special Fully Nested Mode

This mode will be used in the case of a system where cascading is used, and the priority hasto be
conserved within each slave. In this case, the special fully nested mode will be programmed to the
master controller. This mode is similar to the fully nested mode with the following exceptions:

* When an interrupt request from a certain dave isin service, this slave is not locked out from
the master's priority logic and further interrupt requests from higher priority interrupts within
the slave will be recognized by the master and will initiate interrupts to the processor. In the
normal nested mode, a slave is masked out when its request isin service.

* When exiting the Interrupt Service routine, software hasto check whether the interrupt
serviced was the only one from that slave. Thisis done by sending a Non-Specific EOI
command to the slave and then reading its ISR. If it is 0, anon-specific EOI can also be sent to
the master.

Automatic Rotation Mode (Equal Priority Devices)

In some applications, there are a number of interrupting devices of equal priority. Automatic
rotation mode provides for a sequential 8-way rotation. In this mode, a device receives the lowest
priority after being serviced. In the worst case, a device requesting an interrupt will have to wait
until each of seven other devices are serviced at most once.

There are two ways to accomplish automatic rotation using OCW2; the Rotation on Non-Specific
EOI command (R=1, SL=0, EOI=1) and the rotate in automatic EOl mode which is set by (R=1,
SL=0, EOI=0).

Specific Rotation Mode (Specific Priority)

Software can change interrupt priorities by programming the bottom priority. For example, if IRQ5
is programmed as the bottom priority device, then IRQ6 will be the highest priority device. The Set
Priority command is issued in OCW?2 to accomplish this, where: R=1, SL.=1, and LO-L 2 isthe
binary priority level code of the bottom priority device.

In this mode, internal status is updated by software control during OCW2. However, itis
independent of the EOl command. Priority changes can be executed during an EOl command by
using the Rotate on Specific EOl command in OCW?2 (R=1, SL=1, EOI=1 and LO-L2=IRQ leve
to receive bottom priority.

Poll Mode

Poll mode can be used to conserve space in the interrupt vector table. Multiple interrupts that can
be serviced by oneinterrupt service routine do not need separate vectors if the service routine uses
the poll command. Poll mode can also be used to expand the number of interrupts. The polling
interrupt service routine can call the appropriate service routine, instead of providing the interrupt
vectors in the vector table. In this mode, the INTR output is not used and the microprocessor
internal Interrupt Enable flip-flop is reset, disabling its interrupt input. Service to devicesis
achieved by software using a Poll command.

The Poll command is issued by setting P=1in OCW3. The PIC treats its next I/O read as an
interrupt acknowledge, setsthe appropriate ISR bit if there is arequest, and reads the priority level.
Interrupts are frozen from the OCW3 write to the 1/0 read. The byte returned during the I/O read
will contain alin bit 7 if there isan interrupt, and the binary code of the highest priority level in
bits 2:0.
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5.7.4.7

5.7.4.8

5.7.4.9

5.7.4.10

Functional Description

Cascade Mode

The PIC in the ICH3 has one master 8259 and one slave 8259 cascaded onto the master through
IRQ2. This configuration can handle up to 15 separate priority levels. The master controls the
slaves through a 3-bit internal bus. In the ICH3, when the master drives 010b on this bus, the slave
controller takes responsibility for returning the interrupt vector. An EOl command must be issued
twice: once for the master and once for the dave.

Edge and Level Triggered Mode

In ISA systems this mode is programmed using bit 3 in ICW1, which setslevel or edge for the
entire controller. In the ICH3, this bit is disabled and a new register for edge and level triggered
mode selection, per interrupt input, isincluded. These are the edge/level control registers (ELCR1
and ELCR2).

If an ELCR bit is O, an interrupt request will be recognized by alow to high transition on the
corresponding IRQ input. The IRQ input can remain high without generating another interrupt. If
an ELCR hit is 1, an interrupt request will be recognized by a high level on the corresponding IRQ
input and there is no need for an edge detection. The interrupt request must be removed before the
EOI command isissued to prevent a second interrupt from occurring.

In both the edge and level triggered modes, the IRQ inputs must remain active until after the falling
edge of the first internal INTA#. If the IRQ input goes inactive before thistime, a default IRQ7
vector will be returned.

End of Interrupt Operations

An EOI can occur in one of two fashions: by a command word write issued to the PIC before
returning from a service routine, the EOl command; or automatically when AEQI bit in ICW4 is
setto 1.

Normal End of Interrupt

In Normal EOI, software writes an EOl command before |eaving the interrupt service routine to
mark the interrupt as completed. There are two forms of EOl commands: Specific and Non-
Specific. When aNon-Specific EOl command isissued, the PIC clears the highest ISR bit of those
that are set to 1. Non-Specific EQI is the normal mode of operation of the PIC within the ICH3, as
the interrupt being serviced currently isthe interrupt entered with the interrupt acknowledge. When
the PIC is operated in modes that preserve the fully nested structure, software can determine which
ISR bit to clear by issuing a Specific EOl. An ISR bit that is masked is not cleared by a Non-
Specific EOI if the PIC isin the special mask mode. An EOl command must be issued for both the
master and slave controller.

Automatic End of Interrupt Mode

In this mode, the PIC will automatically perform a Non-Specific EOI operation at the trailing edge
of the last interrupt acknowledge pulse. From a system standpoint, this mode should be used only
when a nested multi-level interrupt structure is not required within asingle PIC. The AEOI mode
can only be used in the master controller and not the slave controller.
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5.7.5

5.75.1

5.7.5.2

5.7.6
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Masking Interrupts

Masking on an Individual Interrupt Request

Each interrupt request can be masked individually by the Interrupt Mask Register (IMR). This
register is programmed through OCW1. Each bit in the IMR masks oneinterrupt channel. Masking
IRQ2 on the master controller will mask all requests for service from the slave controller.

Special Mask Mode

Some applications may require an interrupt service routine to dynamically alter the system priority
structure during its execution under software control. For example, the routine may wish to inhibit
lower priority requests for a portion of its execution but enable some of them for another portion.

The special mask mode enables al interrupts not masked by a bit set in the mask register.
Normally, when an interrupt service routine acknowledges an interrupt without issuing an EOI to
clear the ISR bit, the interrupt controller inhibits all lower priority requests. In the special mask
mode, any interrupts may be selectively enabled by |oading the mask register with the appropriate
pattern. The special mask modeis set by OCW3 where: SSMM=1, SMM=1, and cleared where
SSMM=1, SMM=0.

Steering PCI Interrupts

The ICH3 can be programmed to allow PIRQA#-PIRQH# to be internally routed to interrupts 37,
9-12, 14 or 15. The assignment is programmabl e through the PIRQx Route Control Registers,
located at 60—-63h and 68—6Bh in function 0. One or more PIRQx# lines can be routed to the same
IRQx input. If interrupt steering is not required, the route registers can be programmed to disable
steering.

The PIRQx# lines are defined as active low, level sensitive to allow multiple interrupts on a PCI
Board to share a single line across the connector. When a PIRQx# is routed to specified IRQ line,
software must change the IRQ's corresponding EL CR bit to level-sensitive mode. The ICH3
internally inverts the PIRQx# line to send an active high level to the PIC. When a PClI interrupt is
routed onto the PIC, the selected IRQ can no longer be used by an ISA device (through SERIRQ).
However, active low non-ISA interrupts can share their interrupt with PCI interrupts.

Internal sources of the PIRQs, including SCI and TCO interrupts, cause the external PIRQ to be

asserted. The ICH3 receives the PIRQ input, like all of the other external sources, and routes it
accordingly.
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5.8 Advanced Interrupt Controller (APIC) (D31:F0)

In addition to the standard ISA compatible interrupt controller (PIC) described in the previous
chapter, the ICH3 incorporates the Advanced Programmable Interrupt Controller (APIC). While
the standard interrupt controller isintended for use in a uni-processor system, APIC can beused in
either a uni-processor or multi-processor system.

5.8.1 Interrupt Handling

The I/O APIC handles interrupts very differently than the 8259. Briefly, these differences are:

¢ Method of Interrupt Transmission. The I/O APIC transmits interrupts through a three wire
bus, and interrupts are handled without the need for the processor to run an interrupt
acknowledge cycle.

¢ Interrupt Priority. The priority of interruptsin the I/O APIC is independent of the interrupt
number. For example, interrupt 10 can be given a higher priority than interrupt 3.

* Morelnterrupts. Thel/O APIC in the ICH3 supports atotal of 24 interrupts.

e MultipleInterrupt Controllers. The 1/O APIC interrupt transmission protocol has an
arbitration phase, which alows for multiple 1/O APICsin the system with their own interrupt
vectors. The ICH3 1/0O APIC must arbitrate for the APIC bus before transmitting its interrupt
message.
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5.8.2 Interrupt Mapping

intel.

The I/O APIC within the ICH3 supports 24 APIC interrupts. Each interrupt has its own unique
vector assigned by software. The interrupt vectors are mapped as follows, and match “ Config 6” of

the Multi-processor specification.

Table 5-17. APIC Interrupt Mapping

IRQ # SE\QI??Q Direg};rom nY(ieassPa%Ie Internal Modules

0 No No No Cascade from 8259 #1

1 Yes No Yes

2 No No No 8254 Counter 0

3 Yes No Yes

4 Yes No Yes

5 Yes No Yes

6 Yes No Yes

7 Yes No Yes

8 No No No RTC

9 Yes No Yes Option for SCI, TCO

10 Yes No Yes Option for SCI, TCO

11 Yes No Yes Option for SCI, TCO

12 Yes No Yes

13 No No No FERR# logic

14 Yes Yes Yes

15 Yes Yes! Yes

16 PIRQ[A# | PIRQ[A}# No USB 1.1 Controller #1

17 PIRQ[BJ# PIRQ[BJ# No AC '97 Audio, Modem, option for SMBus

18 PIRQI[CJ# PIRQI[CJ# No USB 1.1 Controller #3, Native IDE

19 PIRQ[D}# | PIRQ[DJ# No USB 1.1 Controller #2

20 N/A PIRQ[EJ# Yes LAN, option for SCI, TCO

21 N/A PIRQ[FJ# Yes Option for SCI, TCO

22 N/A PIRQ[G]# Yes Option for SCI, TCO

23 N/A PIRQ[H]# Yes Option for SCI, TCO
Note: IRQ 14 and 15 can only be driven directly from the pins when in legacy IDE mode.
Note:  When programming the polarity of internal interrupt sources on the APIC, interrupts O through 15

receive active-high internal interrupt sources, while interrupts 16 through 23 receive active-low

internal interrupt sources.
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5.8.3.1

5.8.3.2

Functional Description

APIC Bus Functional Description

Physical Characteristics of APIC

The APIC busis a 3-wire synchronous bus connecting all 1/0 and local APICs. Two of these wires
are used for datatransmission, and one wire isaclock. For bus arbitration, the APIC uses only one
of the datawires. The busislogically awire-OR and electrically an open-drain connection
providing for both bus use arbitration and arbitration for lowest priority. The APIC bus speed can
run from 16.67 MHz to 33 MHz.

APIC Bus Arbitration

The I/0O APIC uses one wire arbitration to win bus ownership. A rotating priority schemeis used
for APIC bus arbitration. The winner of the arbitration becomes the lowest priority agent and
assumes an arbitration 1D of 0. All other agents, except the agent whose arbitration ID is 15,
increment their Arbitration IDs by one. The agent whose ID was 15 will take the winner's
arbitration ID and will increment it by one. Arbitration IDs are changed only for messages that are
transmitted successfully (except for the Low Priority messages). A message is transmitted
successfully if no CS error or acceptance error was reported for that message.

An APIC agent can use two different priority schemes: Normal or EOI. EOI has the highest
priority. EOI priority is used to send EOI messages for level interrupts from alocal APIC to an I/O
APIC. When an agent requests the bus with EQI priority, all other agents requesting the bus with
normal priorities will back off.

When ICHS3 detects a bus idle condition on the APIC Bus, and it has an interrupt to send over the
APIC bus, it drives a start cycle to begin arbitration, by driving bit 0 to a0 on an APICCLK rising
edge. It then samples bit 1. If bit 1 wasa 0, then alocal APIC started arbitration for an EOI
message on the same clock edge that the ICH3 started arbitration. The ICH3 has thus lost
arbitration and will stop driving the APIC bus.

If the ICH3 did not see an EOI message start, it will start transferring its arbitration 1D, located in
bits [27:24] of its Arbitration ID Register (ARBID). Starting in Cycle 2, through Cycle 5, it will tri-
state bit 0, and drive bit 1to a0 if ARBID[27] isal. If ARBID[27] isaO0, it will also tri-state bit 1.
At the end of each cycle, the ICH3 will sample the state of Bit 1 on the APIC bus. If the ICH3 did
not drive bit 1 (ARBID[27] = 0), and it samples a0, then another APIC agent started arbitration for
the APIC bus at the same time as the ICH3, and it has higher priority. The ICH3 will stop driving
the APIC bus. Table 5-18 describes the arbitration cycles.

Table 5-18. Arbitration Cycles

Cycle Bit 1 Bit 0 Comment
1 EOI 0 Bit 1 = 1: Normal, Bit 1 = 0: EOI
2 NOT (ARBID[27]) 1
3 NOT (ARBID[26]) 1 Arbitration ID. If ICH3 samples a different value than it sent, it
4 NOT (ARBID[25]) 1 lost arbitration.
5 NOT (ARBID[24]) 1
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5.8.3.3

Bus Message Formats

After bus arbitration, the winner is granted exclusive use of the bus and will drive its message.
APIC messages come in four formats, determined by the delivery mode bits. These four messages
are of different length, and are known by all APICs on the bus through the transmission of the
delivery mode bits:

Table 5-19. APIC Message Formats

# of Delivery Mode

Cycles Bits Comments

Message

End of Interrupt transmission from Local APIC to I/0 APIC
EOI 14 XXX on Level interrupts. EOI is known by the EOI bit at the start
of arbitration

001, 010, 100, | I/O APIC delivery on Fixed, NMI, SMI, Reset, ExtINT, and

Short 21 101, 111 Lowest Priority with focus processor messages
L Transmission of Lowest Priority interrupts when the status
Lowest Priority 33 001 field indicates that the processor does not have focus
Remote Read 39 011 Message from one Local APIC to another to read registers.

EOI Message for Level Triggered Interrupts

EOI messages are used by local APICsto send an EOI cycle occurring for alevel triggered
interrupt to an 1/0 APIC. This message is needed so that the I/O APIC can differentiate between a
new interrupt on the interrupt line versus the same interrupt on the interrupt line. The target of the
EQI isgiven by the local APIC through the transmission of the priority vector (V7 through V0) of
the interrupt. Upon receiving this message, the I/0 APIC resets the Remote IRR bit for that
interrupt. If theinterrupt signal is still active after the IRR bit isreset, the /O APIC will treat it asa
new interrupt.

Table 5-20. EOl Message

116

Cycle Bit1 Bit 0 Comments

1 0 0 EOI message
2-5 ARBID 1 Arbitration 1D

6 NOT(V7) NOT(V6) lrztg;;rtirrn vector bits V7-VO0 from redirection table

7 NOT(V5) NOT(V4)

8 NOT(V3) NOT(V2)

9 NOT(V1) NOT(V0)

10 NOT(C1) NOT(CO0) Check Sum from Cycles 6-9

11 1 1 Postamble

12 NOT(A) NOT(A) Status Cycle 0

13 NOT(AL) NOT(AL) Status Cycle 1

14 1 1 Idle
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Short Message

Short messages are used for the delivery of Fixed, NMI, SMI, Reset, ExtINT and Lowest Priority
with Focus processor interrupts. The delivery mode bits (M2-MO0) specify the message. All short
messages take 21 cyclesincluding theidle cycle.

Table 5-21. Short Message

Cycle Bit 1 Bit 0 Comments
1 1 0 Normal Arbitration
2-5 ARBID 1 Arbitration ID
6 NOT(DM) NOT(M2) DM_ = Destination Mode from bit 11 of the redirection table
register
7 NOT(M1) NOT(MO) MZTMO = Delivery Mode from bits 10:8 of the redirection table
register
8 NOT(L) NOT(TM) L = Level, TM = Trigger Mode
9 NOT(V7) NOT(V6)
10 NOT(V5) NOT(V4)
Interrupt vector bits V7-VO0 from redirection table register
11 NOT(V3) NOT(V2)
12 NOT(V1) NOT(VO0)
13 NOT(D7) NOT(D6)
14 NOT(D5) NOT(D4)
Destination field from bits 63:56 of redirection table register*
15 NOT(D3) NOT(D2)
16 NOT(D1) NOT(DO)
17 NOT(C1) NOT(CO0) Checksum for Cycles 6162
18 1 1 Postamble®
19 NOT(A) NOT(A) Status Cycle 0. See Table 5-22.
20 NOT(A1) NOT(AL) Status Cycle 1. See Table 5-22.
21 1 1 Idle
NOTES:

1. If DM is 0O (physical mode), then cycles 15 and 16 are the APIC ID and cycles 13 and 14 are sent as 1. If DM
is 1 (logical mode), then cycles 13 through 16 are the 8-bit Destination field. The interpretation of the logical
mode 8-bit Destination field is performed by the local units using the destination format register. Shorthands
of “all-incl-self” and “all-excl-self” both use physical destination mode and a destination field containing APIC
ID value of all ones. The sending APIC knows whether it should (incl) or should not (excl) respond to its own
message.

2. The checksum field is the cumulative add (mod 4) of all data bits (DM, M0-3, L, TM, V0-7,D0-7). The APIC
driving the message provides this checksum. This, in essence, is the lower two bits of an adder at the end of
the message.

3. This cycle allows all APICs to perform various internal computations based on the information contained in
the received message. One of the computations takes the checksum of the data received in cycles 6 through
16 and compares it with the value in cycle 18. If any APIC computes a different checksum than the one
passed in cycle 17, then that APIC will signal an error on the APIC bus (“00”) in cycle 19. If this happens, all
APICs assume the message was never sent and the sender must try sending the message again, which
includes re-arbitrating for the APIC bus. In lowest priority delivery when the interrupt has a focus processor,
the focus processor signals this by driving a “01” during cycle 19. This indicates to all the other APICs that the
interrupt has been accepted, the arbitration is preempted, and short message format is used. Cycle 19 and
20 indicates the status of the message (i.e., accepted, check sum error, retry or error). Table 5-22 shows the
status signal combinations and their meanings for all delivery modes.
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Table 5-22. APIC Bus Status Cycle Definition

Delivery Mode A Comments Al Comments
11 | Checksum OK 1x | Error
01 | Accepted
00 | Retry
Fixed, EOI
10 | Error XX
01 | Error XX
00 | Checksum Error XX
11 | Checksum OK 1x | Error

01 | Accepted

NMI, SMM, Reset, 00 | Error
EXtNT 10 | Error XX
01 | Error XX
00 | Checksum Error XX
Checksum OK: No Focus
1 Processor x| Error

01 | End and Retry
00 | Go for Low Priority Arbitration

Lowest Priority

10 | Error XX
o1 Checksum OK: Focus -
Processor
00 | Checksum Error XX
11 | Checksum OK XX
10 | Error XX
Remote Read
01 | Error XX
00 | Checksum Error XX
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Lowest Priority without Focus Processor (FP) Message

This message format is used to deliver an interrupt in the lowest priority mode in which it does not
have a Focus Process. Cycles 1 through 21 for this message is same as for the short message
discussed above. Status cycle 19 identifiesif thereisaFocus processor (10) and astatus value of 11
in cycle 20 indicates the need for lowest priority arbitration.

Table 5-23. Lowest Priority Message (Without Focus Processor)

Cycle Bit 1 Bit 0 Comments
1 1 0 Normal Arbitration
2-5 ARBID 1 Arbitration ID
6 NOT(DM) NOT(M2) | DM = Destination Mode from bit 11 of the redirection table register
7 NOT(M1) NOT(MO) mg;gg: Delivery Mode from bits 10:8 of the redirection table
NOT(L) NOT(TM) | L =Level, TM = Trigger Mode
NOT(V7) NOT(V6)
10 NOT(V5) NOT(V4)
Interrupt vector bits V7—-VO0 from redirection table register

11 NOT(V3) NOT(V2)

12 NOT(V1) NOT(V0)

13 NOT(D7) NOT(D6)

14 NOT(D5) NOT(D4) o . . .

Destination field from bits 63:56 of redirection table register

15 NOT(D3) NOT(D2)

16 NOT(D1) NOT(DO)

17 NOT(C1) NOT(CO) | Checksum for Cycles 6-16

18 1 1 Postamble

19 NOT(A) NOT(A) Status Cycle 0.

20 NOT(AL) NOT(A1) | Status Cycle 1.

21 P7 1

22 P6 1

23 P5 1

24 P4 1

> 53 I Inverted Processor Priority P7—P0

26 P2 1

27 P1 1

28 PO 1

29 ArbID3 1

30 ArblD2 1

31 ArbID1 1

32 ArblDO 1

33 S S Status

34 1 1 Idle

NOTES:

1. Cycle 21 through 28 are used to arbitrate for the lowest priority processor. The processor that takes part in
the arbitration drives the processor priority on the bus. Only the local APICs that have “free interrupt slots” will
participate in the lowest priority arbitration.

2. Cycles 29 through 32 are used to break tie in case two more processors have lowest priority. The bus
arbitration ID's are used to break the tie.
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Remote Read Message

Remote read message is used when alocal APIC wishesto read the register in another local APIC.
The I/O APIC in the ICH3 neither generates or responds to this cycle. The message format is same
as short message for the first 21 cycles.

Table 5-24. Remote Read Message

Cycle Bit 1 Bit 0 Comments
1 1 0 Normal Arbitration
2-5 ARBID 1 Avrbitration ID
6 NOT(DM) NOT(M2) DM = Destination Mode from bit 11 of the redirection table register
7 NOT(M1) NOT(MO) mgi_s'\t/le?f = Delivery Mode from bits 10:8 of the redirection table
NOT(L) NOT(TM) L = Level, TM = Trigger Mode
NOT(V7) NOT(V6)
10 NOT(V5) NOT(V4) . L .
Interrupt vector bits V7-VO0 from redirection table register
11 NOT(V3) NOT(V2)
12 NOT(V1) NOT(VO0)
13 NOT(D7) NOT(D6)
14 NOT(D5) NOT(D4) L ) L )
Destination field from bits 63:56 of redirection table register
15 NOT(D3) NOT(D2)
16 NOT(D1) NOT(DO)
17 NOT(C1) NOT(CO0) Checksum for Cycles 6-16
18 1 1 Postamble
19 NOT(A) NOT(A) Status Cycle 0.
20 NOT(AL) NOT(AL) Status Cycle 1.
21 d31l d30
22 d29 d28
23 d27 d26
24 d25 d24
25 dz23 d22
26 d21 d20
27 d19 dis
28 di7 di6 )
Remote register data 31-0
29 dis di4
30 di3 di2
31 di1 d1o0
32 do9 dos
33 do7 do6
34 dos do4
35 dos3 do2
36 do1 doo
37 S S Data Status: 00 = valid, 11 = invalid
38 Check Sum for data d31-d00
39 1 1 Idle
NOTE: Cycle 21 through 36 contain the remote register data. The status information in cycle 37 specifies if the

data is good or not. Remote read cycle is always successful (although the data may be valid or invalid)
in that it is never retried. The reason for this is that Remote Read is a debug feature, and a “hung”
remote APIC that is unable to respond should not cause the debugger to hang.
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PCl Message-Based Interrupts

Theory of Operation

Thefollowing schemeis only supported when the internal 1/0(x) APIC is used (rather than just the
8259). The ICH3 supports the new method for PCI devicesto deliver interrupts as write cycles,
rather than using the traditional PIRQ[A:D] signals. Essentially, the PCI devices are given awrite
path directly to aregister that will cause the desired interrupt. This mode is only supported when
the ICH3'sinternal 1/0 APIC is enabled. Upon recognizing the write from the peripheral, the ICH3
will send the interrupt message to the processor using the 1/0 APIC's serial bus.

Theinterrupts associated with the PCl M essage-based interrupt method must be set up for edge
triggered mode, rather than level triggered, since the peripheral only does the write to indicate the
edge.

The following sequence is used:

1. During PCI PnP, the PCI peripheral isfirst programmed with an address
(MESSAGE_ADDRESS) and data value (MESSAGE_DATA) that will be used for the
interrupt message delivery. For the ICH3, the MESSAGE_ADDRESS isthe IRQ Pin assertion
register, which is mapped to memory location: FECO_0020h.

2. To causethe interrupt, the PCI peripheral requests the PCI bus and when granted, writes the
MESSAGE_DATA value to the location indicated by the MESSAGE_ADDRESS. The
MESSAGE_DATA value indicates which interrupt occurred. This MESSAGE_DATA valueis
abinary encoded. For example, to indicate that interrupt 7 should go active, the peripheral will
write abinary value of 0000111. The MESSAGE_DATA will be a 32-bit value, although only
the lower 5 bits are used.

3. If the PRQ hit in the APIC Version Register is set, the ICH3 positively decodesthe cycles (asa
slave) in Medium time.

4. ThelCH3 decodesthe binary value written to MESSAGE_ADDRESS and sets the appropriate
IRR bit in theinternal 1/0 APIC. The corresponding interrupt must be set up for edge-
triggered interrupts. The ICH3 supports interrupts 00h through 23h. Binary values outside this
range will not cause any action.

5. After sending the interrupt message to the processor, the ICH3 will automatically clear the
interrupt.

Becausethey are edgetriggered, the interruptsthat are allocated to the PCI busfor this scheme may
not be shared with any other interrupt (e.g., the standard PCI PIRQ[A:D], those received via
SERIRQ#, or the internal level-triggered interrupts such as SCI or TCO).

The ICH3 ignores interrupt messages sent by PCl masters that attempt to use IRQO, 2, 8, or 13.

Registers and Bits Associated with PCI Interrupt Delivery

Capabilities Indication

The capability to support PCI interrupt delivery will beindicated via ACPI configuration
techniques. Thisinvolves the BIOS creating a data structure that gets reported to the ACPI
configuration software. The OS reads the PRQ bit in the APIC Version Register to seeif the ICH3
is capable of support PCI-based interrupt messages. As a precaution, the PRQ bit will not be set if
the XAPIC_EN bit is not set.

Interrupt Message Register

The PCI devices will all write their message into the IRQ pin assertion register, whichisa
memory-mapped register located at the APIC base memory location + 20h.
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5.8.5.1

Note:

5.8.5.2

5.8.5.3

5854
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Processor System Bus Interrupt Delivery

Theory of Operation

For processors that support Processor System Bus interrupt delivery, the ICH3 has an option to let
the integrated I/O APIC behave asan 1/0 (x) APIC. In this case, it will deliver interrupt messages
to the processor in a parallel manner, rather than using the 1/O APIC serial scheme. The ICH3 is
intended to be compatible with the 1/0O (x) APIC specification, Rev 1.1

Thisis done by the ICH3 writing (via the Hub Interface) to a memory location that is snooped by
the processor(s). The processor(s) snoop the cycle to know which interrupt goes active.

The processor enables the mode by setting the I/0O APIC Enable (APIC_EN) bit and by setting the
DT hit inthe I/0 APIC ID Register.

The following sequence is used:

1. Whenthe ICH3 detects an interrupt event (active edge for edge-triggered mode or achange for
level-triggered mode), it sets or resets the internal IRR bit associated with that interrupt.

2. Internally, the ICH3 requests to use the bus in away that automatically flushes upstream
buffers. This can be internally implemented similar to aDMA device request.

3. ThelICH3 then delivers the message by performing awrite cycle to the appropriate address
with the appropriate data. The address and data formats are described below in Section 5.8.5.5.

Processor System Bus Interrupt Delivery compatibility with processor clock control dependson
the processor, not the ICH3.

Edge-Triggered Operation

In this case, the “ Assert Message” is sent when there is an inactive-to-active edge on the interrupt.

Level-Triggered Operation
In this case, the “ Assert Message” is sent when there is an inactive-to-active edge on the interrupt.

If after the EQI the interrupt is till active, then another “ Assert Message” is sent to indicate that the
interrupt is still active.

Registers Associated with Processor System Bus Interrupt Delivery

Capabilities Indication
The capability to support Processor System Bus interrupt delivery will be indicated via ACPI

configuration techniques. Thisinvolves the BIOS creating a data structure that gets reported to the
ACPI configuration software.

DT bit in the Boot Configuration Register

This enablesthe ICH3 to deliver interrupts as memory writes. This bit isignored if the APIC mode
is not enabled.
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Functional Description

Interrupt Message Format

The ICH3 writes the message to PCI (and to the Host Controller) as a 32-bit memory write cycle. It
uses the formats shown in Table 5-25 and Table 5-26 for the Address and Data.

Thelocal APIC (in the processor) has a delivery mode option to interpret Processor System Bus
messages as an SM1 in which case the processor treats the incoming interrupt as an SM1 instead of
as an interrupt. This does not mean that the ICH3 has any way to have an SMI source from ICH3
power management logic cause the IOAPIC to send an SMI message (thereis no way to do this).
The ICH3's IOAPIC can only send interrupts due to interrupts which do not include SMI, NMI or
INIT. This means that in |A32/|A64 based platforms, Processor System Bus interrupt message
format delivery modes 010 (SMI/PMI), 100 (NMI), and 101 (INIT) asindicated in this section,
must not be used and is not supported. Only the hardware pin connection is supported by the ICH3.

Table 5-25. Interrupt Message Address Format

Bit Description

31:20 | Will always be FEEh

Destination ID: This will be the same as bits 63:56 of the 1/0O Redirection Table entry for the

19:12 interrupt associated with this message.

11:4 | RESERVED (will always be 0)

Redirection Hint: This bit is used by the processor host bridge to allow the interrupt message to be
redirected.

0 = The message will be delivered to the agent (processor) listed in bits 19:12.

3 1 = The message will be delivered to an agent with a lower interrupt priority This can be derived from
bits 10:8 in the Data Field (see below).

The redirection hint bit will be a 1 if bits 10:8 in the delivery mode field associated with corresponding
interrupt are encoded as 001 (Lowest Priority). Otherwise, the redirection hint bit will be 0

Destination Mode: This bit is used only the redirection hint bit is set to 1. If the redirection hint bit
and the destination mode bit are both set to 1, then the logical destination mode is used, and the
redirection is limited only to those processors that are part of the logical group as based on the
logical ID.

1.0 Will always be 00.

Table 5-26. Interrupt Message Data Format

Bit Description

31:16 | Will always be 0000h.

Trigger Mode: 1 = Level, 0 = Edge. Same as the corresponding bit in the /O Redirection Table for

15 that interrupt.

Delivery Status: 1 = Assert, 0 = Deassert.
14 If using edge-triggered interrupts, then bit will always be 1, since only the assertion is sent.
If using level-triggered interrupts, then this bit indicates the state of the interrupt input.

13:12 | Will always be 00

Destination Mode: 1 = Logical. 0 = Physical. Same as the corresponding bit in the I/O Redirection

1 Table for that interrupt.
Delivery Mode: This is the same as the corresponding bits in the /O Redirection Table for that
interrupt.
000 = Fixed 100 = NMI
10:8

001 = Lowest Priority 101 = INIT
010 = SMI/PMI 110 = Reserved
011 = Reserved 111 = ExtINT

7:0 Vector: This is the same as the corresponding bits in the 1/O Redirection Table for that interrupt.
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Note:

Serial Interrupt (D31:F0)

The ICH3 supports a serial IRQ scheme. Thisallowsasingle signal to be used to report interrupt
reguests. The signal used to transmit thisinformation is shared between the host, the ICH3, and all
peripherals that support serial interrupts. The signal line, SERIRQ, is synchronousto PCI clock,
and follows the sustained tri-state protocol that is used by all PCI signals. This meansthat if a
device hasdriven SERIRQ low, it will first driveit high synchronousto PCI clock and releaseit the
following PCI clock. The serial IRQ protocol defines this sustained tri-state signaling in the
following fashion:

¢ S-SamplePhase. Signal driven low
* R-Recovery Phase. Signal driven high
® T-Turn-around Phase. Signal released

The ICH3 supports a message for 21 serial interrupts. These represent the ISA interrupts
(IRQ[15:Q]), the four PCI interrupts, and the control signals SMI# and IOCHK#. The serial IRQ
protocol does not support the additional APIC interrupts (20-23).

When the IDE primary and secondary controllers are configured for native IDE mode, the only
way to use theinternal IRQ14 and IRQ15 connections to the interrupt controllers is through the
Serial Interrupt pin.

Start Frame

The serial IRQ protocol has two modes of operation which affect the start frame. These two modes
are: Continuous, where the ICH3 is solely responsible for generating the start frame; and Quiet,
where a serial IRQ peripheral isresponsible for beginning the start frame.

The mode that must first be entered when enabling the serial IRQ protocol is continuous mode. In
this mode, the ICH3 will assert the start frame. This start frameis 4, 6, or 8 PCI clocks wide based
on the Serial IRQ Control Register, bits 1:0 at 64h in Device 31:Function 0 configuration space.
Thisisapolling mode.

When the serial IRQ stream enters quiet mode (signaled in the Stop Frame), the SERIRQ line
remains inactive and pulled up between the Stop and Start Frame until a peripheral drivesthe
SERIRQ signal low. The ICH3 senses the line low and continues to drive it low for the remainder
of the Start Frame. Since the first PCI clock of the start frame was driven by the peripheral in this
mode, the ICH3 will drive the SERIRQ linelow for 1 PCI clock lessthan in continuous mode. This
mode of operation allows for a quiet, and therefore lower power, operation.
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Functional Description

Data Frames

Once the Start frame has been initiated, al of the SERIRQ peripherals must start counting frames
based on the rising edge of SERIRQ. Each of the IRQ/DATA frames has exactly 3 phases of 1
clock each:

¢ Sample Phase. During this phase, the SERIRQ device drives SERIRQ low if the
corresponding interrupt signal islow. If the corresponding interrupt is high, the SERIRQ
devicestri-state the SERIRQ signal. The SERIRQ line remains high due to pull-up resistors
(thereis nointernal pull-up resistor on this signal, an external pull-up resistor isrequired). A
low level during the IRQ[1:0] and IRQ[15:2] frames indicates that an active-high ISA
interrupt is not being requested, but alow level during the PCI INT[A:D], SMI#, and | OCHK#
frame indicates that an active-low interrupt is being requested.

* Recovery Phase. During this phase, the device drives the SERIRQ line high if in the Sample
Phase it was driven low. If it was not driven in the sample phase, it is tri-stated in this phase.

* Turn-around Phase. The device tri-states the SERIRQ line

Stop Frame

After al dataframes, a Stop Frame will be driven by the ICH3. The SERIRQ signal will be driven
low by the ICH3 for 2 or 3 PCI clocks. The number of clocksis determined by the SERIRQ
configuration register. The number of clocks determines the next mode:

Table 5-27. Stop Frame Explanation

5.9.4

Stop Frame Width Next Mode
2 PCI clocks Quiet Mode. Any SERIRQ device may initiate a Start Frame
3 PCI clocks Continuous Mode. Only the host (ICH3) may initiate a Start Frame

Specific Interrupts not Supported via SERIRQ

There are three interrupts seen through the serial stream which are not supported by the ICH3.
Theseinterrupts are generated internal ly, and are not sharable with other devices within the system.
Theseinterrupts are:

* |IRQO. Heartbeat interrupt generated off of the internal 8254 counter O.
* |RQ8#. RTC interrupt can only be generated internally.
* |IRQ13. Floating point error interrupt generated off of the processor assertion of FERR#.

The ICH3 ignores the state of these interrupts in the serial stream, and does not adjust their level
based on the level seen in the seria stream. In addition, the interrupts IRQ14 and IRQ15 from the
seria stream are treated differently than their ISA counterparts. These two frames are not passed to
the Bus Master IDE logic. The Bus Master IDE logic expects IDE to be behind the ICH3.
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Table 5-28 shows the format of the data frames. For the PCI interrupts (A-D), the output from the
ICH3 is ANDed with the PCI input signal. Thisway, the interrupt can be signaled via both the PCI
interrupt input signal and viathe SERIRQ signal (they are shared).

Table 5-28. Data Frame Format

Data Interrupt Clocks Past Comment
Frame # Start Frame
1 IRQO 2 Ignored. IRQO can only be generated via the internal 8524
2 IRQ1 5
3 SMI# 8 Causes SMI# if low. Will set the SERIRQ_SMI_STS bit.
4 IRQ3 11
5 IRQ4 14
6 IRQ5 17
7 IRQ6 20
8 IRQ7 23
9 IRQ8 26 Ignored. IRQ8# can only be generated internally or on ISA.
10 IRQ9 29
11 IRQ10 32
12 IRQ11 35
13 IRQ12 38
14 IRQ13 41 Ignored. IRQ13 can only be generated from FERR#
15 IRQ14 44 Do not include in BM IDE interrupt logic
16 IRQ15 47 Do not include in BM IDE interrupt logic
17 IOCHCK# 50 Same as ISA IOCHCK# going active.
18 PCI INTA# 53 Drive PIRQA#
19 PCI INTB# 56 Drive PIRQB#
20 PCI INTC# 59 Drive PIRQC#
21 PCI INTD# 62 Drive PIRQD#
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5.10.1

Warning:

Functional Description

Real Time Clock (D31:FO0)

The Real Time Clock (RTC) module provides a battery backed-up date and time keeping device
with two banks of static RAM with 128 bytes each, although the first bank has 114 bytes for
general purpose usage. Threeinterrupt features are available: time of day alarm with once a second
to once a month range, periodic rates of 122 psto 500 ms, and end of update cycle notification.
Seconds, minutes, hours, days, day of week, month, and year are counted. Daylight savings
compensation is optional. The hour is represented in twelve or twenty-four hour format, and data
can be represented in BCD or binary format. The design is meant to be functionally compatible
with the Motorola M S146818B. The time keeping comes from a 32.768 kHz oscillating source,
which is divided to achieve an update every second. The lower 14 bytes on the lower RAM block
has very specific functions. Thefirst ten are for time and date information. The next four (OAh to
0Dh) are registers, which configure and report RTC functions.

The time and calendar data should match the data mode (BCD or binary) and hour mode (12 or 24
hour) as selected in register B. It is up to the programmer to make sure that data stored in these
locations is within the reasonabl e values ranges and represents a possible date and time. The
exception to these ranges isto store a value of CO-FFh in the Alarm bytesto indicate adon’t care
situation. All Alarm conditions must match to trigger an Alarm Flag, which could trigger an Alarm
Interrupt if enabled. The SET bit must be one while programming these locations to avoid clashes
with an update cycle. Accessto time and date information is done through the RAM locations. If a
RAM read from the ten time and date bytesis attempted during an update cycle, the value read will
not necessarily represent the true contents of those locations. Any RAM writes under the same
conditions will be ignored.

The ICH3 supports the ability to generate an SMI# based on Year 2000 rollover. See Section 5.10.4
for more information on the century rollover.

The ICH3 does not implement month/year alarms.

Update Cycles

An update cycle occurs once a second, if the SET bit of register B is not asserted and the divide
chain is properly configured. During this procedure, the stored time and date will be incremented,
overflow will be checked, a matching alarm condition will be checked, and the time and date will
be rewritten to the RAM locations. The update cycle will start at least 488 us after the UIP bit of
register A is asserted, and the entire cycle will not take more than 1984 s to complete. Thetime
and date RAM locations (0-9) will be disconnected from the external bus during this time.

To avoid update and data corruption conditions, external RAM access to these locations can safely
occur at two times. When a updated-ended interrupt is detected, aimost 999 msis available to read
and write the valid time and date data. If the UIP bit of register A is detected to be low, thereis at
least 488 s before the update cycle begins.

The overflow conditions for leap years and daylight savings adjustments are based on more than
one date or time item. To ensure proper operation when adjusting the time, the new time and data
values should be set at least two seconds before one of these conditions (leap year, daylight savings
time adjustments) occurs.
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5.10.2 Interrupts

Thereal-time clock interrupt is internally routed within the ICH3 both to the I/O APIC and the
8259. It ismapped to interrupt vector 8. Thisinterrupt does not leave the ICH3, nor isit shared with
any other interrupt. IRQ8# from the SERIRQ stream isignored.

5.10.3 Lockable RAM Ranges

The RTC's battery-backed RAM supports two 8-byte ranges that can be locked viathe
configuration space. If the locking bits are set, the corresponding range in the RAM will not be
readable or writable. A write cycle to those locations will have no effect. A read cycle to those
locations will not return the location’s actual value (may be all Os or all 1s).

Once arangeislocked, the range can be unlocked only by ahard reset, which will invoke the BIOS
and allow it to relock the RAM range.

5.10.4 Century Rollover

The ICH3 will detect arollover when the Year byte (RTC 1/O space, index offset 09h) transitions
form 99 to 00. Upon detecting the rollover, the ICH3 will set the NEWCENTURY _STS hit
(TCOBASE + 04h, bit 7). If the system isin an SO state, thiswill cause an SMI#. The SMI#
handler can update registersin the RTC RAM that are associated with century value. If the system
isin asleep state (S1-S5) when the century rollover occurs, the ICH3 will also set the
NEWCENTURY _STS hit, but no SMI# is generated. When the system resumes from the sleep
state, BIOS should check the NEWCENTURY _STS hit and update the century value in the RTC
RAM.

5.10.5 Clearing Battery-Backed RTC RAM

Clearing CMOS RAM in an ICH3-based platform can be done by using ajumper on RTCRST# or
GPI, or using SAFEM ODE strap. Implementations should not attempt to clear CMOS by using a
jumper to pull VccRTC low.

Using RTCRST# to Clear CMOS

A jumper on RTCRST# can be used to clear CMOS values, aswell as reset to default, the state of
those configuration bits that reside in the RTC power well. When the RTCRST# is strapped to
ground, the RTC_PWR_STS hit (D31:F0:A4h bit 2) will be set and those configuration bitsin the
RTC power well will be set to their default state. BIOS can monitor the state of this bit, and
manually clear the RTC CMOS array once the system is booted. The normal position would cause
RTCRST# to be pulled up through aweak pull-up resistor. The following table shows which bits
are set to their default state when RTCRST# is asserted.
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Table 5-29. Configuration Bits Reset by RTCRST# Assertion

Note:

Note:

Functional Description

Bit Name Default State Register Location Bit(s)
FREQ_STRAP[3:0] GEN_STS D31:F0:D4h 11:8 1111b
AlE RTC Reg B 1/O space 5 0
AF RTC Reg C 1/0O space 5 0
PWR_FLR GEN_PMCON_3 D31:F0:A4dh 1 0
AFTERG3_EN GEN_PMCON_3 D31:F0:A4dh 0 0
RTC_PWR_STS GEN_PMCON_3 D31:F0:A4dh 2 1
PRBTNOR_STS PM1_STS PMBase + 00h 11 0
PME_EN GPEO_EN PMBase + 2Ah 11 0
RI_EN GPEO_EN PMBase + 2Ah 8 0
NEW_CENTURY_STS | TCO1_STS TCOBase + 04h 7 0
INTRD_DET TCO2_STS TCOBase + 06h 0 0
TOP_SWAP GEN_STS D31:F0:D4h 13 0
RTC_EN PM1_EN PMBase + 02h 10 0
BATLOW_EN GPEO_EN PMBase + 2Ah 10 0

Using a GPI to Clear CMOS

A jumper on a GPI can also be used to clear CMOS values. BIOS would detect the setting of this
GPI on system boot-up, and manually clear the CMOS array.

Using the SAFEMODE Strap to Clear CMOS

A jumper on AC_SDOUT (SAFEMODE strap) can aso be used to clear CMOS values. BIOS

would detect the setting of the SAFE_MODE status bit (D31:F0: Offset D4h hit 2) on system boot-
up, and manually clear the CMOS array.

Both the GPI & SAFEMODE strap techniquesto clear CMOS require multiple stepsto implement.
The system is booted with the jumper in new position, then powered back down. The jumper is

replaced back to the normal position, then the system is rebooted again. The RTCRST# jumper

technique allows the jumper to be moved and then replaced, all while the system is powered off.

Then, once booted, the RTC_PWR_STS can be detected in the set state.

Clearing CMOS, using ajumper on VCCRTC, must not be implemented.
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5.11.1.1

5.11.1.2

Note:
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Processor Interface (D31:F0)

The ICH3 interfaces to the processor with a variety of signals

¢ Standard Outputs to processor: A20M#, SMI#, NMI, INIT#, INTR, STPCLK#, IGNNE#,
CPUSL P#

¢ Standard Input from processor: FERR#
Most ICH3 outputs to the processor use standard buffers. The ICH3 has a separate V cc signal
which is pulled up at the system level to the processor voltage, and thus determines VVoh for the
outputs to the processor. Note that this is different than previous generations of chips, that have
used open-drain outputs. This new method saves up to 12 external pull-up resistors.

The ICH3 also handles the speed setting for the processor by holding specific signals at certain
statesjust prior to CPURST going inactive. This avoids the glue often required with other chipsets.

The ICH3 does not support the processor’s FRC mode.

Processor Interface Signals

This section describes each of the signals that interface between the ICH3 and the processor(s).
Note that the behavior of some signals may vary during processor reset, as the signals are used for

frequency strapping.

A20M#

The A20M# signal will be active (low) when both of the following conditions are true:
* The ALT_A20 GATE hit (Bit 1 of PORT92 Register) isa0
* The A20GATE input signal isa0

The A20GATE input signal is expected to be generated by the external microcontroller (KBC).

INIT#

The INIT# signal will be active (driven low) based on any one of several events described in
Table 5-30. When any of these events occur, INIT# is driven low for 16 PCI clocks, then driven
high.

The 16-clock counter for INIT# assertion will halt while STPCLK# isactive. Therefore, if INIT#is
supposed to go active while STPCLK# is asserted, it will actually go active after STPCLK# goes
inactive.

Intel® 82801CA ICH3-S Datasheet



intel.

Functional Description

Table 5-30. INIT# Going Active

5.11.1.3

Cause of INIT# Going Active Comment

Shutdown special cycle from processor.

PORT92 write, where INIT_NOW (bit 0) transitions from a 0
toal.

PORTCF9 write, where RST_CPU (bit 2) was a 0 and
SYS_RST(bit 1) transitions from 0 to 1.

0 to 1 transition on RCIN# must occur before
the ICH3 will arm INIT# to be generated again.

Note: RCIN# signal is expected to be high
during S1 and low during S3, S4, and S5
states. Transition on the RCIN# signal in
those states (or the transition to those
states) may not necessarily cause the
INIT# signal to be generated to the
processor.

RCIN# input signal goes low. RCIN# is expected to be
driven by the external microcontroller (KBC).

To enter BIST, the software sets CPU_BIST_EN
CPU BIST bit and then does a full processor reset using
the CF9 Register.

FERR#/IGNNE# (Coprocessor Error)

The ICH3 supports the coprocessor error function with the FERR#1GNNE# pins. The functionis
enabled viathe COPROC_ERR_EN bhit (Device 31:Function 0, Offset DO, bit 13). FERR# istied
directly to the Coprocessor Error signal of the processor. If FERR# is driven active by the
processor, IRQ13 goes active (internally). When it detects a write to the COPROC_ERR Register,
the ICH3 negates the internal IRQ13 and drives IGNNE# active. IGNNE# remains active until
FERR# is driven inactive. IGNNE# is never driven active unless FERR# is active.

Figure 5-12. Coprocessor Error Timing Diagram

FERR# - /[

Internal IRQ13

1/0 Write to FOh

IGNNE#

If COPROC_ERR_EN isnot set, then the assertion of FERR# will have not generate an internal
IRQ13, nor will the write to FOh generate IGNNE#.
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5.11.1.4

NMI

Non-Maskable Interrupts (NMIs) can be generated by several sources, as described in Table 5-31.

Table 5-31. NMI Sources

5.11.1.5

5.11.1.6

5.11.2

5.11.2.1

Cause of NMI Comment

SERR# goes active (either internally, externally | Can instead be routed to generate an SCI, through the
via SERR# signal, or via message from MCH) NMI2SCI_EN bit (Device 31:Function 0, offset 4Eh, bit 11).

IOCHK# goes active via SERIRQ# stream Can instead be routed to generate an SCI, through the
(ISA system Error) NMI2SCI_EN bit (Device 31:Function 0, offset 4Eh, bit 11).

STPCLK# and CPUSLP# Signals

The ICH3 power management logic controls these active-low signals. Refer to Section 5.12 for
more information on the functionality of these signals.

CPUPWRGD Signal

Thissignal is connected to the processor’s PWRGOOD input. Thisis an open-drain output signal
(external pull-up resistor required) that represents alogical AND of the ICH3's PWROK and
VRMPWRGD signals.

Dual Processor Issues

Signal Differences

In dual processor designs, some of the processor signals are unused or used differently than for
uniprocessor designs.

Table 5-32. DP Signal Differences

5.11.2.2

132

Signal Difference

A20M# | A20GATE Generally not used, but still supported by ICH3.

Used for S1 State as well as preparation for entry to S3—-S5

STPCLK# Also allows for THERM# based throttling (not via ACPI control methods).
Should be connected to both CPUs.

FERR# / IGNNE# Generally not used, but still supported by ICH3.

Power Management

Attempting clock control with more than one processor is not feasible, because the Host controller
does not provide any indication as to which processor is executing a particular Stop-Grant cycle.
Without this information, there is no way for the ICH3 to know when it is safe to deassert
STPCLK#.

Because the S1 state will have the STPCLK# signal active, the STPCLK# signal can be connected
to both processors. However, for ACPI implementations, the ICH3 will not support the C2 state for
both processors, since there are not two processor control blocks. The BIOS must indicate that the
ICH3 only supports the C1 state for dual processor designs. However, the THRM# signal can be
used for overheat conditions to activate thermal throttling.

Intel® 82801CA ICH3-S Datasheet



Intel Functional Description
®

When entering S1, the ICH3 asserts STPCLK# to both CPUs. In order to meet the processor
specifications, the CPUSL P# signal will have to be delayed until the ond Stop-Grant cycle occurs.
To ensure this, the ICH3 will wait aminimum or 60 PCI clocks after receipt of thefirst Stop-Grant
cycle before asserting CPUSLP# (if the SLP_EN bit is set to 1).

Both processors must immediately respond to the STPCL K# assertion with stop grant
acknowledge cycles before the ICH3 asserts CPUSL P# in order to meet the processor setup time
for CPUSL P#. Meeting the processor setup timefor CPUSLP#is not an issueif both processors are
idle when the system is entering S1. If it cannot be guaranteed that both processors will beidle, do
not enable the SLP_EN bit. Note that setting SLP_EN to 1 is not required to support S1 in adual
processor configuration.

In going to the S3, $4, or S5 states, the system will appear to pass through the S1 state, and thus
STPCLK# and SLP# are also used. During the S3, $4, and S5 states, both processors will lose
power. Upon exit from those states, the processors will have their power restored.

5.11.3 Speed Strapping for the Processor

The ICH3 directly sets the speed straps for the processor, saving the external logic that has been
needed with prior PClsets. Refer to processor specification for speed strapping definition.

The ICH3 will perform the following to set the speed straps for the processor:
1. While PCIRST# is active, the ICH3 will drive A20M#, IGNNE#, NMI, and INTR high.
2. Assoon as PWROK goes active, the ICH3 reads the FREQ STRAP field contents.
3. The next step depends on the power state being exited as described in Table 5-33.

Table 5-33. Frequency Strap Behavior Based on Exit State

State

Exiting ICH3

S1 There is no processor reset, so no frequency strap logic is used.

Based on PWROK going active, the ICH3 will deassert PCIRST#, and based on the value of the
S3, 54, S5, | FREQ_STRAP field (D31:F0,0ffset D4), the ICH3 will drive the intended core frequency values

or G3 on A20M#, IGNNE#, NMI, and INTR. The ICH3 will hold these signals for 120 ns after
CPURST# is deasserted by the Host controller.

Table 5-34. Frequency Strap Bit Mapping

FREQ_STRAP Bits [3:0] Sets High/Low Level for the Corresponding Signal
3 NMI
2 INTR
1 IGNNE#
0 A20M#

NOTE: The FREQ_STRAP Register is in the RTC well. The value in the register can be forced to 1111h via a
pinstrap (AC_SDOUT signal), or the ICH3 can automatically force the speed strapping to 1111h if the
processor fails to boot.
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Figure 5-13. Signal Strapping
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5.12 Power Management (D31:F0)

5.12.1 Features

* ACPI Power and Thermal Management Support

— ACPI 24-Bit Timer

— Software initiated throttling of processor performance for Thermal and Power Reduction
— Hardware Override to throttle processor performance if system too hot

— SCI and SMI# Generation

PCI PME# Signal for Wake Up from Low-Power states

System Clock Control

— ACPI C2 state: Stop-Grant state (using STPCLK# signal) halts processor’s instruction
stream

System Sleeping State Control

— ACPI Sl dtate: Like C2 state (only STPCLK# active, and SLP# optional)
— ACPI S3 state-Suspend to RAM (STR)

— ACPI $4 state-Suspend-to-Disk (STD)

— ACPI G2/S5 state-Soft Off (SOFF)

— Power Failure Detection and Recovery

Streamlined L egacy Power Management Support for APM-Based Systems
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5.12.2  Intel® ICH3 and System Power States

Table 5-35 shows the power states defined for ICH3-based platforms. The state names generally
match the corresponding ACPI states.

Table 5-35. General Power States for Systems using Intel® ICH3

State/
Substates

Legacy Name / Description

G0/S0/CO

Full On: processor operating. Individual devices may be shut down to save power. The
different processor operating levels are defined by Cx states, as shown in Table 5-36. Within
the CO state, the ICH3 can throttle the STPCLK# signal to reduce power consumption. The
throttling can be initiated by software or by the THRM# input signal.

G0/so0/C1

Auto-Halt: Processor has executed a AutoHalt instruction and is not executing code. The
processor snoops the bus and maintains cache coherency.

G0/s0/C2

Stop-Grant t: The STPCLK# signal goes active to the processor. The processor performs a
Stop-Grant cycle, halts its instruction stream, and remains in that state until the STPCLK#
signal goes inactive. In the Stop-Grant state, the processor snoops the bus and maintains
cache coherency.

G1/s1

Stop-Grant: Similar to GO/S0/C2 state. ICH3 also has the option to assert the CPUSLP# signal
to further reduce processor power consumption.

Note: The behavior for this state is slightly different when supporting iA64 processors.

G1/S3

System to RAM (STR). The system context is maintained in system DRAM, but power is shut
off to non-critical circuits. Memory is maintained and refreshes continue. All clocks stop except
RTC clock.

G1/s4

Suspend-To-Disk (STD): The context of the system is maintained on the disk. All power is
then shut off to the system except for the logic required to resume. Externally appears same as
S5, but may have different wake events.

G2/S5

Soft Off (SOFF): System context is not maintained. All power is shut off except for the logic
required to restart. A full boot is required when waking.

G3

Mechanical OFF (MOFF): System context not maintained. All power is shut off except for the
RTC. No “Wake” events are possible, because the system does not have any power. This state
occurs if the user removes the batteries, turns off a mechanical switch, or if the system power
supply is at a level that is insufficient to power the “waking” logic. When system power returns,
transition depends on the state just prior to the entry to G3 and the AFTERG3 bit in the
GEN_PMCONS3 Register (D31:F0, offset A4). Refer to Table 5-43 for more details.
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Table 5-36 shows the transitions rules among the various states. Note that transitions among the
various states may appear to temporarily transition through intermediate states. For example, in
going from SO to S1, it may appear to pass through the GO/S0/C2 states. These intermediate

transitions and states are not listed in the table.

Table 5-36. State Transition Rules for Intel® ICH3

Present
State

Transition Trigger

Next State

G0/S0/CO

Processor halt instruction
Level 2 Read

SLP_EN bit set
Power Button Override
Mechanical Off/Power Failure

G0/S0/C1

G0/S0/C2

G1/Sx or G2/S5state
G2/S5

G3

G0/so/C1

Any Enabled Break Event
STPCLK# goes active
Power Button Override
Power Failure

G0/S0/CO
G0/S0/C2
G2/S5

G3

G0/so/C2

Any Enabled Break Event

STPCLK# goes inactive and previously
inCl

Power Button Override

Power Failure

G0/S0/Co
G0/s0/C1

G2/S5
G3

G1/S1,
G1/S3 or
G1/S4

Any Enabled Wake Event
Power Button Override
Power Failure

G0/s0/Co
G2/S5
G3

G2/S5

Any Enabled Wake Event
Power Failure

G0/S0/COo
G3

G3

Power Returns

Optional to go to SO/CO (reboot) or G2/S5
(stay off until power button pressed or other
wake event).

(See Note 1)

NOTES:

1. Some wake events can be preserved through power failure.

Intel® 82801CA ICH3-S Datasheet



intel.

5.12.3

Functional Description

System Power Planes

The system has several independent power planes, as described in Table 5-37. Note that when a
particular power planeis shut off, it should goto a0V level.

Table 5-37. System Power Plane

5.12.4

5.12.5

Plane Cong)(/)IIed Description
SLP S3# SLP_S1# puts the clock generator into a low-power state, but does not cut
Processor Sianal the power to the processor. The SLP_S3# signal can be used to cut the
igna processor’s power completely
When SLP_S3# goes active, power can be shut off to any circuit not
required to wake the system from the S3 state. Since the S3 state requires
that the memory context be preserved, power must be retained to the main
Main SléliDg_nSa?# memory.
The processor, devices on the PCI bus, LPC I/F downstream hub interface
and AGP will typically be shut off when the Main power plane is shut,
although there may be small subsections powered.
When the SLP_S5# goes active, power can be shut off to any circuit not
Memory SLP_S5# required to wake the system from the S4 or S5 state. Since the memory
Signal context does not need to be preserved in the S5 state, the power to the
memory can also be shut down.
Individual subsystems may have their own power plane. For example, GPIO
Device[n] GPIO signals may be used to control the power to disk drives, audio amplifiers, or
the display screen.

Intel® ICH3 Power Planes

The ICH3 power planes were previously defined in Section 3.1.

Although not specific power planes within the ICH3, there are many interface signals that go to
devicesthat may be powered down. These include:

* IDE:
* USB:

e AC'O7:

ICH3 can tri-state or drive low all IDE output signals and shut off input buffers.
ICH3 can tri-state USB output signals and shut off input buffersif USB wakeup is

not desired

ICH3 can drive low the outputs and shut off inputs

SMI#/SCI Generation

Upon any SMI# event taking place, ICH3 will assert SMI# to the processor, which will causeit to
enter SMM space. SMI# remains active until the EOS bit is set. When the EOS bit is set, SMI# will
go inactive for aminimum of 4 PCICLK. If another SMI event occurs, SMI# will be driven active

again.

The SClI isalevel-mode interrupt that is typically handled by an ACPI-aware operating system. In
non-APIC systems (which is the default), the SCI IRQ is routed to one of the 8259 interrupts
(IRQ9, 10, or 11). The 8259 interrupt controller must be programmed to level mode for that

interrupt.
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In systems using the APIC, the SCI can be routed to interrupts 9, 10, 11, 20, 21, 22, or 23. The
interrupt polarity changes depending on whether it is on an interrupt shareable with a PIRQ or not;
(see Section 9.1.11 ACPI Control Register for details.) Theinterrupt will remain asserted until all

SCI sources are removed.”

Table 5-38 shows which events can cause an SM1# and SCI. Note that some events can be
programmed to cause either an SMI# or SCI. The usage of the event for SCI (instead of SMI#) is
typically associated with an ACPI-based system. Each SMI# or SCI source has a corresponding

enable and status bit.

Table 5-38. Causes of SMI# and SCI

Cause SCI SMI Additional Enables Where Reported
PME# Yes Yes | PME_EN=1 PME_STS
PME_BO (internal EHCI _
controller) Yes Yes | PME_BO_EN=1 PME_BO_STS
Power Button Press Yes Yes PWRBTN_EN=1 PWRBTN_STS
RTC Alarm Yes Yes | RTC_EN=1 RTC_STS
Ring Indicate Yes Yes | RI_EN=1 RI_STS
AC '97 wakes Yes Yes | AC97_EN=1 AC97_STS
USB#1 wakes Yes Yes | USB1_EN=1 USB1_STS
USB#2 wakes Yes Yes | USB2_EN=1 USB2_STS
USB#3 wakes Yes Yes | USB3_EN=1 USB3_STS
THRM# pin active Yes Yes | THRM_EN=1 THRM_STS
ACPI Timer overflow (2.34 sec.) Yes Yes | TMROF_EN=1 TMROF_STS
GPI[x]_Route=10 (SCI)
GPI[x]_STS
Any GPI Yes Yes | GPI[x]_Route=01 (SMI)
GPE1_STS
GPE1[x]_EN=1 -
TCO SCI Logic Yes No TCOSCI_EN=1 TCOSCI_STS
TCO SCI message from MCH Yes No none MCHSCI_STS
TCO SMI Logic No Yes | TCO_EN=1 TCO_STS
TCO SMI -
No Yes none NEWCENTURY_STS
Year 2000 Rollover -
TCO SMI -
No Yes | none TIMEOUT
TCO TIMEROUT
TCO SMI-OS writes to
. No Yes none OS_TCO_SwMmI
TCO_DAT_IN Register - -
TCO SMI -
No Yes | none MCHSMI_STS
Message from MCH
TCO SMI-NMI occurred
No Yes | NMI2SMI_EN=1 NMI2SMI_STS
(and NMIs mapped to SMI) - -
TCO SMI -
. . No Yes | INTRD_SEL=10 INTRD_DET
INTRUDER# signal goes active
TCO SMI-Change of the
) No Yes |BLD=1 BIOSWR_STS
BIOSWP bit from 0 to 1 -
TCO SMI -
No Yes | BIOSWP=1 BIOSWR_STS

Write attempted to BIOS
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Table 5-38. Causes of SMI# and SCI

Functional Description

Cause SCI SMI Additional Enables Where Reported
BIOS_RLS written to Yes No GBL_EN=1 GBL_STS
GBL_RLS written to No Yes BIOS_EN=1 BIOS_STS
Write to B2h Register No Yes | none APM_STS
Periodic timer expires No Yes | PERIODIC_EN=1 PERIODIC_STS
64 ms timer expires No Yes | SWSMI_TMR_EN=1 SWSMI_TMR_STS
Legacy USB logic No Yes | LEGACY_USB_EN=1 LEGACY_USB_STS
Serial IRQ SMI reported No Yes | none SERIRQ_SMI_STS
Device monitors match address DEVMON_STS,
in its range No | Yes | DEVIN]_TRAP_EN=1 DEV[n] TRAP_STS
SMBus Host Controller No Yes a'(\)ﬂs?_cso'\r/:tlﬂ)lfll:r Enabled SMBus host status reg.
SMBus Slave SMI message No Yes none SMBUS_SMI_STS
i\fisé’s SMBALERT# signal No Yes | none SMBUS_SMI_STS
rse'\é'gez dHOSt Notify message No | Yes |HOST NOTIFY_INTREN a’ggt# _Sﬁgl\TAIII;\‘(SI-SSTS
Access microcontroller 62h/66h No Yes | MCSMI_EN MCSMI_STS
SLP_EN bit written to 1 No Yes | SMI_ON_SLP_EN=1 SMI_ON_SLP_EN_STS

Notes on causes of SCI and SMI:
1. SCI_EN must be 1 to enable SCI. SCI_EN must be 0 to enable SMI

2. SCI can berouted to cause interrupt 9:11 or 20:23 (20:23 only available in APIC mode)
3. GBL_SMI_EN must be 1 to enable SMI
4. EOS must be written to 1 to re-enable SMI for the next one
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5.12.6

Dynamic Processor Clock Control

The ICHS3 has extensive control for dynamically starting and stopping system clocks. The clock
control is used for transitions among the various S0/Cx states, and processor throttling. Each
dynamic clock control method is described in this section. The various Sleep states may also
perform types of non-dynamic clock control.

The ICH3 supportsthe ACPI CO, C1 and C2 states. The Dynamic processor Clock control is
handled using the following signals:

* STPCLK#Used to halt processor instruction stream.
The C1 state is entered based on the processor performing an auto halt instruction.
The C2 gtate is entered based on the processor reading the Level 2 Register in the ICHS.
A C1, C2 state ends due to a Break event. Based on the break event, the ICH3 returnsthe system to

CO0 state. Table 5-39 lists the possible break events from C2. The break events from C1 are
indicated in the processor’s datasheet

Table 5-39. Break Events

140

Event Breaks from Comment

Any unmasked interrupt goes IRQ[0:15] when using the 8259s, IRQ[0:23] for /O APIC.

) Cc2 Since SCl is an interrupt, any SCI will also be a break
active
event.
Any internal event that will c2 Many possible sources

cause an NMI or SMI#

Any internal event that will Could be indicated by the keyboard controller via the

Cc2

cause INIT# to go active RCIN input signal.
Processor Pending Break c2 Only available if FERR# enabled for break event
Event Indication indication (See FERR# Mux-En in Section 9.1.22)
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The ICH3 supportsthe Pending Break Event (PBE) indication from the processor using the FERR#
signal. The following rules apply:

. When STPCLK# is detected active by the processor, the FERR# signal from the processor is

redefined to indicate whether aninterrupt is pending. The signal isactivelow (i.e., FERR# will
be low to indicate a pending interrupt).

. When the ICH3 asserts STPCLK#, it latches the current state of the FERR# signal and

continues to present this state to the FERR# state machine (independent of what the FERR#
pin does after the latching).

. When the ICH3 detects the Stop-Grant cycle, it starts looking at the FERR# signal as a break

event indication. If FERR# is sampled low, a break event isindicated. Thisforces atransition
to the CO state.

. When the processor detects the deassertion of STPCLK#, the processor starts driving the

FERR# signal with the natural value (i.e., the value it would do if the pin was not muxed). The
time from STPCLK# inactive to the FERR# signal transition back to the native function must
be less than 120 ns.

. ThelCH3 waits at |east 180 ns after deasserting STPCLK# and then starts using the FERR#

signal for anindication of afloating point error. The maximum time that the ICH3 may wait is
bounded such that it must have a chance to look at the FERR# signal before reasserting
STPCLK#. Based on current implementation, that maximum time would be 240 ns (8 PCI
clocks).

The break event associated with this new mechanism does not need to set any particular status bit,
since the pending interrupt will be serviced by the processor after returning to the CO state.

Throttling Using STPCLK#

Throttling is used to lower power consumption or reduce heat. The ICH3 asserts STPCLK# to
throttle the processor clock and the processor appears to temporarily enter a C2 state. After a
programmable time, the ICH3 deasserts STPCLK# and the processor appears to return to the CO
state. This allowsthe processor to operate at reduced average power, with a corresponding decrease
in performance. Two methods are included to start throttling:

1. Software enables atimer with a programmable duty cycle. The duty cycle is set by the

THTL_DTY field and the throttling is enabled using the THTL_EN field. Thisis known as
Manual Throttling. The period is fixed to be in the non-audible range, due to the nature of
switching power supplies.

2. A Thermal Override condition (THRM# signal active for >2 seconds) occurs that

unconditionally forces throttling, independent of the THTL_EN bit. The throttling due to
Thermal Override has a separate duty cycle (THRM_DTY) which may vary by field and
system. The Thermal Override condition will end when THRM# goes inactive.

Throttling due to the THRM# signal has higher priority than the software initiated throttling.

Throttling does not occur when the systemisin a C2 state, even if Thermal override occurs.
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5.12.6.2

5.12.7
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Transition Rules Among S0/Cx and Throttling States

The following priority rules and assumptions apply among the various SO/Cx and throttling states:

Entry to any SO/Cx state is mutually exclusive with entry to any S1-S5 state. Thisis because
the processor can only perform one register access at atime and Sleep states have higher
priority than thermal throttling.

When the SLP_EN bit is set (system going to a sleep state (S1-S5), the THTL_EN bit can be
internally treated as being disabled (no throttling while going to sleep state). Note that thermal
throttling (based on THRM# signal) cannot be disabled in an SO state. However, once the
SLP_EN bit is set, the thermal throttling is shut off (since STPCLK# will be active in S1-S5
states).

If the THTL_EN bit isset, and a Level 2 read then occurs, the system should immediately go
and stay in a C2 state until abreak event occurs. A Level 2 read has higher priority than the
software initiated throttling or thermal throttling.

If Thermal Overrideis causing throttling, and a Level 2read then occurs, the system will stay
in a C2 state until abreak event occurs. A Level 2 read has higher priority than the Thermal
Override.

After an exit from a C2 state (due to a Break event), and if the THTL_EN bit isstill set, or if a
Thermal Overrideis still occurring, the system will continue to throttle STPCLK#. Depending
on the time of break event, the first transition on STPCLK# active can be delayed by up to one
THRM period (1024 PCI clocks=30.72 microseconds).

The Host controller must post Stop-Grant cycles in such away that the processor gets an
indication of the end of the special cycle prior to the ICH3 observing the Stop-Grant cycle.
This ensures that the STPCLK# signals stays active for a sufficient period after the processor
observes the response phase.

If in the C1 state and the STPCLK# signal goes active, the processor will generate a Stop-
Grant cycle, and the system should go to the C2 state. When STPCLK# goesinactive, it should
return to the C1 state.

Sleep States

The ICH3 directly supports different sleep states (S1-S5), which are entered by setting the
SLP_EN hit, or due to a Power Button press. The entry to the Sleep states are based on several
assumptions:

Entry to a Cx state is mutually exclusive with entry to a Sleep state. Thisis because the
processor can only perform one register access at atime. A request to Sleep always has higher
priority than throttling.

Prior to setting the SLP_EN bit, the software will turn off processor-controlled throttling. Note
that thermal throttling cannot be disabled, but setting the SLP_EN bit will disable thermal
throttling (since S1-S5 sleep state has higher priority).

The G3 state cannot be entered via any software mechanism. The G3 state indicates a
complete loss of power.
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5.12.7.1 Initiating Sleep State

Sleep states (S1-S5) are initiated by:

¢ Masking interrupts, turning off all bus master enable bits, setting the desired type in the
SLP_TYPfield and then setting the SLP_EN bit. The hardware will then attempt to gracefully
put the system into the corresponding Sleep state by first going to a C2 state. See
Section 5.12.6 for details on going to the C2 state.

* Pressing the PWRBTN# Signal for more than 4 seconds to cause a Power Button Override
event. In this case the transition to the S5 state will be less graceful, since there will be no
dependencies on observing Stop-Grant cycles from the processor or on clocks other than the
RTC clock.

Table 5-40. Sleep Types

Sleep Type

Comment

S1

ICH3 asserts the STPCLK# signal. It also has the option to assert CPUSLP# signal. This will
lower the processor’s power consumption. No snooping is possible in this state.

S3

ICH3 asserts SLP_S3#. The SLP_S3# signal will control the power to non-critical circuits.
Power will only be retained to devices needed to wake from this sleeping state, as well as to
the memory.

S4

ICH3 asserts SLP_S3# and SLP_S5#. The SLP_S5# signal will shut off the power to the
memory subsystem. Only devices needed to wake from this state should be powered.

S5

Same as S4. ICH3 asserts SLP_S3# and SLP_S5#. The SLP_S5# signal will shut off the
power to the memory subsystem. Only devices needed to wake from this state should be
powered.

5.12.7.2 Exiting Sleep States

Sleep states (S1-S5) are exited based on Wake events. The Wake events will force the system to a
full on state (S0), although some non-critical subsystems might still be shut off and have to be
brought back manually. For example, the hard disk may be shut off during a sleep state, and haveto
be enabled viaa GPIO pin before it can be used.

Upon exit from the ICH3-controlled Sleep states, the WAK _STS bit is set. The possible causes of
Wake Events (and their restrictions) are shown in Table 5-41.
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Table 5-41. Causes of Wake Events

Received

States Can
Cause Wake From How Enabled

S1-S5 . .
RTC Alarm Set RTC_EN bitin PM1_EN Register

(Note 1)
Power Button S1-S5 Always enabled as Wake event

S1-S5 .
GPI[0:n] GPE1_EN Register

(Note 1)

Set USB1_EN, USB 2_EN or USB3_EN bits in GPEO_EN

USB Si=s4 Register
LAN S1-S5 Will use PME#. Wake enable set with LAN logic.

S1-S5 . .
RI# Set RI_EN bit in GPEO_EN Register

(Note 1)
AC '97 S1-S5 Set AC97_EN bit in GPEO_EN Register
Primary PME# S1-S5 PME_BO_EN bit in GPEO_EN Register
Secondary PME# S1-S5 Set PME_EN bit in GPEO_EN Register.

(Note 1) — - ’
SMBALERT# S1-S4 SMB_WAK_EN in the GPEO Register

Wake/SMI# command always enabled as a Wake Event.
SMBus Slave Message S1-S5 Note:SMBus Slave Message can wake the system from
S1-S5, as well as from S5 due to Power Button
Override.
. HOST_NOTIFY_WKEN bit SMBus Slave Command

SMEBus Host Notify Message S1-S5 Register. Reporied in the SMB_WAK_STS bit in the

GPEO_STS Register.

NOTES:

1. This will be a wake event from S5 only if the sleep state was entered by setting the SLP_EN and SLP_TYP

bits via software.

2. If in the S5 state due to a powerbutton override, the possible wake events are due to Power Button, Hard
Reset Without Cycling (See Command Type 3 in Table 5-93), and Hard Reset System (See Command Type

4 in Table 5-93).

It isimportant to understand that the various GPIs have different levels of functionality when used
aswake events. The GPIsthat reside in the core power well can only generate wake events from an
S1 state. Also only certain GPIs are “ ACPI Compliant,” meaning that their Status and Enable bits
reside in ACPI 1/0O space. Table 5-42 summarizes the use of GPIs as wake events.

Table 5-42. GP| Wake Events

GPI Power Well Wake From Notes
GPI[7:0], GPI[23:16] Core S1
GPI[15:8] Resume S1-S5 ACPI Compliant

Thelatency to exit the various Sleep states varies greatly and is heavily dependent on power supply
design, so much so that the exit latencies due to the ICH3 are insignificant.
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Note:

Functional Description

Sx—G3-Sx, Handling Power Failures

In server systems, power failures can occur if the AC power is cut (areal power failure) or if the
system is unplugged. In either case, PWROK and RSMRST# are assumed to go low.

Depending on when the power failure occurs and how the system is designed, different transitions
could occur due to apower failure.

The AFTER_G3 hit provides the ability to program whether or not the system should boot once
power returns after a power loss event. If the policy isto not boot, the system will remainin an S5
state (unless previously in $4). There are only three possible events that will wake the system after
apower failure.

1. PWRBTN# PWRBTN# is aways enabled as awake event. When RSMRST# is low (G3
state), the PWRBTN_STS bit isreset. When the ICH3 exits G3 after power returns
(RSMRST# goes high), the PWRBTN# signal is already high (because V cc-standby goes high
before RSMRST# goes high) and the PWRBTN_STS hit isO.

2. RI# RI#doesnot have aninternal pull-up. Therefore, if thissignal is enabled as awake event,
it isimportant to keep this signal powered during the power loss event. If this signal goes low
(active), when power returnsthe RI_STS bit will be set and the system will interpret that as a
wake event.

3. RTC Alarm: The RTC_EN hit isinthe RTC well and is preserved after a power loss. Like
PWRBTN_STSthe RTC_STShit is cleared when RSMRST# goes |ow.

The ICH3 monitors both PWROK and RSMRST# to detect for power failures. If PWROK goes
low, the PWROK_FLR bit is set. If RSMRST# goeslow, PWR_FLR is set.

Although PME_EN isin the RTC well, this signal cannot wake the system after a power loss.
PME_EN iscleared by RTCRST#, and PME_STS s cleared by RSMRST#.

Table 5-43. Transitions Due to Power Failure

State at Power Failure AFTERG3_EN Bit Transition When Power Returns
SO, S1 é 2(5)
s4 0 %0
5 0 %0
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Thermal Management

The ICH3 has mechanisms to assist with managing thermal problems in the system.

THRM# Signal

The THRM# signal is used as a status input for a thermal sensor. Based on the THRM# signal
going active, the ICH3 generates an SMI# or SCI (depending on SCI_EN).

If the THRM_POL bit is set low, when the THRM# signal goes low, the THRM _STS bit will be
set. Thisisan indicator that the thermal threshold has been exceeded. If the THRM_EN bit is set,
then when THRM _STS goes active, either an SMI# or SCI will be generated (depending on the
SCI_EN bit being set).

The power management software (BIOS or ACPI) can then take measures to start reducing the
temperature. Examples include shutting off unwanted subsystems, or halting the processor.

By setting the THRM _POL bit to high, another SMI1# or SCI can optionally be generated when the
THRM# signal goes back high. This allows the software (BIOS or ACPI) to turn off the cooling
methods.

THRM# assertion will not cause TCO event message in S3 or 4. The level of the signal will not
be reported in the heartbeat message.

THRM# Initiated Passive Cooling

If the THRM# signal remains active for some time greater than 2 seconds and the ICH3 isin the
S0/GO/CO state, then the ICH3 enters an auto-throttling mode, in which it provides a duty cycle on
the STPCLK# signal. Thiswill reduce the overall power consumption by the system, and should
cool the system. The intended result of the cooling is that the THRM# signal should go back
inactive.

For all programmed values (001-111), THRM# going active will result in STPCLK# active for a
minimum time of 12.5% and a maximum of 87.5%. The period is 1024 PCI clocks. Thus, the
STPCLK# signal can be active for as little as 128 PCI clocks or as much as 896 PCI clocks. The
actual slowdown (and cooling) of the processor will depend on the instruction stream, because the
processor is allowed to finish the current instruction. Furthermore, the ICH3 waits for the STOP-
GRANT cycle before starting the count of the time the STPCLK# signal is active.

When THRM# goes inactive, the throttling will stop.

In case that the ICH3 is already attempting throttling because the THTL _EN bit is set, the duty
cycle associated with the THRM# signal will have higher priority.

If the ICH3 isin the C2 or S1-Sb5 states, then no throttling will be caused by the THRM# signal
being active.

THRM# Override Software Bit

The FORCE_THTL bit alows the BIOS to force passive cooling, just as if the THRM# signal had
been active for 2 seconds. If thisbit is set, the ICH3 will start throttling using the ratio in the
THRM_DTY field.

When this bit is cleared the ICH3 will stop throttling, unless the THRM# signal has been active for
2 secondsor if the THTL_EN bit is set (indicating that ACPI softwareis attempting throttling).
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Functional Description

Processor Initiated Passive Cooling (Via Programmed Duty Cycle on
STPCLK#)

Using the THTL_EN and THTL_DTY bits, the ICH3 can force a programmed duty cycle on the

STPCLK# signal. Thiswill reduce the effective instruction rate of the processor and cut its power
consumption and heat generation.

Active Cooling

Active cooling involves fans. The GPIO signals from the ICH3 can be used to turn on/off a fan.

Event Input Signals and Their Usage

ThelCH3 hasvariousinput signalsthat trigger specific events. This section describes those signals
and how they should be used.

PWRBTN#-Power Button

The ICH3 PWRBTN# signal operates as a“Fixed Power Button” as described in the ACPI
specification. PWRBTN# signal has a 16 ms de-bounce on the input. The state transition
descriptions are included in the following table. Note that the transitions start as soon as the
PWRBTN# is pressed (but after the de-bounce logic), and does not depend on when the Power
Button is released.

Table 5-44. Transitions Due to Power Button

Present Event Transition/Action Comment
State
SMI# or SCI generated Software will typically initiate
S0/Cx PWRBTN# goes low (depending on SCI_EN) a Sleep state.
S1-S5 PWRBTN# goes low Wake Event. Transitions to Standard wakeup
SO state.
No effect since no power.
G3 PWRBTN# pressed None
Not latched nor detected.
PWRBTN# held low for " - No dependence on processor
S0-S4 at least 4 consecutive sL,thtcg nditional transition to S5 (such as Stop-Grant cycles) or
seconds ' any other subsystem.

Power Button Override Function

If PWRBTN# is observed active for at |east 4 consecutive seconds, then the state machine should
unconditionally transition to the G2/S5 state, regardless of present state (S0—S4). In this case, the
transition to the G2/S5 state should not depend on any particular response from the processor
(e.g., aStop-Grant cycle), nor any similar dependency from any other subsystem.

The PWRBTN# status is readable to check if the button is currently being pressed or has been
released. The status is taken after the de-bounce, and is readable viathe PWRBTN_LVL bit.

Note:

The 4-second PWRBTN# assertion should only be used if a system lock-up has occurred. The

4-second timer starts counting when the ICH3 isin a SO state. If the PWRBTN# signal is asserted
and held active when the system isin a suspend state (S1-S5), the assertion will cause awake
event. Once the system has resumed to the SO state, the 4-second timer will start.
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Sleep Button

The ACPI specification defines an optional Sleep button. It differs from the power button in that it
only isarequest to go from SO to S1-$4 (not S5). Also, in an S5 state, the Power Button can wake
the system, but the Sleep Button cannot.

Although the ICH3 does not include a specific signal designated as a Sleep Button, one of the
GPIO signals can be used to create a“ Control Method” Sleep Button. See the ACPI specification
for implementation details.

RI#—Ring Indicate

The Ring Indicator can cause awake event (if enabled) from the S1-S5 states. Table 5-45 shows
when the wake event is generated or ignored in different states. If in the GO/S0/Cx states, the ICH3
will generate an interrupt based on RI# active, and the interrupt will be set up as a break event.

Table 5-45. Transitions Due to RI# Signal

Note:

5.12.9.3

5.12.10
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Present State Event RI_EN Event
SO RI# Active X Ignored
) 0 Ignored
S1-S5 RI# Active
1 Wake Event

Filtering/Debounce on RI# will not be donein ICH3. This can be in amodem or external.

PME#—PCI Power Management Event

The PME# signal comes from a PCl device to request that the system be restarted. The PME#
signal can generate an SMI#, SCI, or optionally a Wake event. The ev